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Abstract
Low-power wireless communications has particular characteristics that highly affect the performance of network protocols. However, many of these essential characteristics have not been considered in the existing simulation platforms and analytical performance evaluation models. While this issue invalidates many of the reported evaluation results, it also impedes pre-deployment performance prediction and parameter adjustment. Accordingly, this paper studies, analyzes and proposes models for accurate modeling of low-power wireless communications. Our contributions are six-fold. First, we investigate the essential characteristics of low-power wireless transceivers. Second, we present a classified and detailed study on modeling signal propagation, noise floor, system variations and interference. Third, we highlight the importance and effects of system variations and radio irregularity on the real applications of wireless sensor networks. Fourth, we reveal the inaccuracy of the packet reception algorithms used in the existing simulators. Furthermore, we propose an improved packet reception algorithm and we confirm its accuracy through comparison with empirical results. Fifth, we propose an architecture to integrate and implement the models presented in this paper. Finally, we show that the transitional region can be employed by the simulators to confine the propagation range and improve simulation scalability. To the best of our knowledge this is the first work that reveals the essentials of accurate modeling and evaluation of low-power wireless communications.
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1. Introduction
A low-power wireless network is a collection of nodes with scarce energy, computational and communication resources. As the radio transceiver is the major source of energy consumption, low-power wireless networks employ low-power wireless transceivers, which usually provide low data rate (tens of kbps), low transmission range (tens of meters) and poor link quality [1–4].

Nowadays, low-power wireless networks such as wireless sensor networks are being used for various applications. Accordingly, the research community has paid significant attention to design protocols for these networks. However, as protocol development and evaluation through testbed is costly and time consuming, simulation is the widely used approach [5–8]. Meanwhile, due to the particular characteristics of low-power wireless communications [2, 9, 10], which highly affect the performance of network protocols, simulation reliability mainly depends on the accuracy of modeling wireless communications. Unfortunately, while significant study has been conducted on protocol design and improvement, considerably less attention has been paid to the importance of accurate performance evaluation. Therefore, when the simulation platform is not accurate, either the demonstrated performance cannot be expected in real-world scenarios, or the effects of wireless channel and transceiver on protocol performance are unclear.

1.1. State-of-the-Art
The accuracy of modeling wireless communications mainly depends on the following issues: (i) signal propagation and hardware modeling; (ii) inter-node interference modeling; (iii) external interference modeling; (iv) packet reception modeling; (v) propagation range.

1.1.1. Signal Propagation and Hardware Modeling
Motivated by the observations of [8, 11–13], which invalidate the existence of a fixed and circular transmission range for all the nodes, various models have been proposed for multipath effect, radio irregularity, hardware heterogeneity and bit error rate. In particular, the studies reported in [10, 14] confirmed the accuracy of the log-normal shadowing model to represent the link variations caused by multipath channel. In addition, these works investigate hardware heterogeneity in terms of transmission power and noise floor differences for similar nodes. The results presented in [12] and [15] showed the existence of radio irregularity around low-power transmitters. This property reveals the significant variations of received signal power versus direction changes around a transmitter. Accordingly, the radio irregularity model (RIM) has been
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proposed in [16] to represent this behavior. With respect to the transceiver modulation types, various models have been proposed to map SINR to bit error and packet error probability [17–19].

1.1.2. Inter-Node Interference Modeling

Since the wireless channel is a broadcast medium, and with respect to multihop communications, interference modeling is particularly important as it defines how a signal reception would be affected by the interfering signals caused by other nodes [20–23]. To this aim, various interference models with different accuracy and complexity have been proposed. Accordingly, studies such as [8, 20, 23–26] tried to analyze these models. These studies, in particular, reveal that considering additive interference through the SINR model is essential for accurate performance evaluation.

1.1.3. External Interference Modeling

When the frequency band of the communicating nodes is affected by other networks or devices, external interference modeling is valuable to reflect network performance in real environments. To this aim, few studies have been conducted to model external interference at 2.4 GHz band [2, 27].

1.1.4. Packet Reception Modeling

This specifies how a packet reception algorithm employs an interference model during packet reception. Therefore, interference modeling highly affects the accuracy of packet reception modeling. For example, in NS2 CTM [28] the interference model is only used at packet arrival [29]. In contrast, the SINR model can be used in various ways to achieve different accuracy levels in packet reception modeling. For example, in NS2 SINR [28], the SINR model is used at each packet arrival and after a successful preamble reception [30]. Unfortunately, even the packet reception algorithm of NS3 [31] presents inaccuracies in the performance evaluation of low-power networks. Although some studies have revealed the inaccuracy of these models in specific scenarios [23, 32–34], their implications on the performance evaluation of low-power wireless networks have not been investigated. Furthermore, no improvement has been proposed for these models.

1.1.5. Propagation Range

Propagation range specifies the maximum range at which a node’s transmission should affect other nodes. Therefore, as longer propagation range causes lower simulation speed, propagation range confinement is essential for providing simulation scalability. With respect to the additive property of interference, several studies showed that inaccurate confinement of propagation range considerably reduces the simulation accuracy [33, 35]. The existing propagation range confinement methods are either complicated and cannot be used in various network configurations, or they are very simple and cause inaccurate evaluation results.

1.2. Motivations and Contributions

i. Low-power wireless networks employ specific transceivers with unique characteristics. As the first contribution of this paper we study the characteristics and design implications of the commonly used low-power transceivers.

ii. To the best of our knowledge, despite the existence of diverse models, there exists no study to investigate and categorize the existing models proposed for low-power wireless communications. The second contribution of this paper is to present a classified and detailed study of these models. While this study helps to highlight the inaccuracies of the existing simulation tools, it also enables the researchers to be aware of the essential models that should be considered in the developed simulation tools and analytical performance evaluations.

iii. A body of protocols can be found in the literature that aim to improve the performance of low-power networks. Unfortunately, since the effects of the essential characteristics of low-power wireless communications on the performance of network protocols are not clear, these characteristics are usually neglected by simulation tools. Accordingly, as the third contribution of this paper we evaluate the effects of system variations and radio irregularity on the realistic applications of wireless sensor networks. We show that, while most of the network simulators do not model these characteristics, considering these effects is essential for accurate performance evaluation.

iv. Although recent studies on interference models have confirmed the accuracy of the SINR model, the relationship and potential effects of interference modeling and packet reception algorithms are still unclear. As the fourth contribution of this paper we investigate and highlight the imprecision of the packet reception algorithms used in network simulators. First we identify the shortcomings of employing the capture threshold model in the network simulators such as NS2 CTM. Then, we show that, although employing the SINR interference model by packet reception algorithms improves packet capture accuracy, network simulators such as NS2 SINR suffer from considerable error in evaluating low-power networks. To address these shortcomings, we propose an improved packet reception algorithm that provides higher accuracy compared with the existing algorithms. The inaccuracy of the NS2 packet reception algorithms and...
the significantly higher accuracy of the proposed algorithm are demonstrated through comparison with empirical results.

v. Since none of the existing simulation tools implement all the essential models required for evaluating low-power networks, the fifth contribution of this paper is to propose an architecture within which these models can be implemented. This architecture along with the proposed packet reception algorithm is used to develop an accurate simulation tool on the OMNeT++ simulation framework. We also discuss about the effect of each model on simulation speed.

vi. As the sixth contribution of this paper, we study the existing approaches used by the simulation tools to improve simulation speed through reducing the overhead of signal propagation. Using the developed simulation tool, we change the radio propagation range and measure its effects on performance evaluation. Through comparison with the existing models, we show that the transitional region size provides a straightforward way to confine the propagation range.

1.3. Paper Organization

In Section 2, we study the important characteristics of low-power transceivers. Section 3 presents the models required for accurate performance evaluation. We describe the methodology employed for performance evaluations in Section 4. Section 5 presents the analyses that reflect the importance and effects of modeling system variations and radio irregularity. In Section 6 we carefully analyze the packet reception algorithms used by NS2. We also propose an improved packet reception algorithm. In Section 7 we present an architecture to integrate and implement the essential models of simulating wireless networks. Additionally, we evaluate the effects of propagation range. Table 1 summarizes the key notations used in this paper.

2. Low-Power RF Transceivers

In this section, we study the characteristics of low-power wireless transceivers. Table 2 presents the main features of five transceivers. Since CC1000 and CC2420 are the radios employed by the commonly used wireless sensor nodes (such as Mica2 [36], MicaZ [37], and TelosB [38]), we provide additional explanations regarding these transceivers.

2.1. Signal Synchronization

In low-power wireless communications, regardless of the utilized transceiver module, receiver should obtain certain information about the incoming signal before receiving data. To this aim, data packets begin with a predefined training sequence, called preamble, which enables the receiver to learn about the parameters of the transmitter. In addition to the preamble bytes, the receiver should be able to detect the start and end of the data frame. Therefore, specific bytes should be transmitted immediately after the preamble bytes. These bytes are called sync word or start of frame delimiter (SFD). The total duration of the preamble and sync bytes is usually referred to as the physical-layer header. To achieve accurate synchronization, each radio defines a minimum number of bits that should be received before actual data reception. In this paper, the minimum number of synchronization bits located at the end of the preamble is referred to as the settling bits.

CC1000. As this is a byte-base radio (cf. Section 2.2), the size and pattern of the preamble bits can be configured by the user. However, the minimum preamble size depends on the configured acquisition mode and receiver sensitivity. For example, to achieve the highest sensitivity level in Manchester mode, preamble duration should be at least 98 bits long. To satisfy this requirement, the implementation of B-MAC [42] in TinyOS [43] uses 10 bytes as the physical-layer header.

CC2420. The default preamble size is 4 bytes, which provides compatibility with the IEEE 802.15.4 standard [18]. In addition, it is recommended to avoid using preamble shorter than 4 bytes, because it may increase the number of false packet detections.

Although using the minimum required preamble size reduces the overhead of packet transmission, low-power MAC protocols usually employ the low-power listening mechanism (LPL) [42, 44], which requires using large preambles. For example, while the required number of settling bits for CC1000 radio is about 6 bytes, B-MAC with 200 ms sampling interval uses 480-byte preambles. In this case, even if a signal’s SINR value is not strong enough during the first 474 bytes of the preamble, providing enough SINR value during the last 6 bytes of the preamble can result in successful synchronization. We will later show that employing long preambles requires specific design considerations regarding packet reception modeling (cf. Section 6).

2.2. Packet Formatting

Based on the packet formatting mechanism, the existing low-power RF transceivers can be categorized into two groups: byte-oriented and packet-oriented. A byte-oriented radio (e.g., CC1000) does not provide any packet formatting mechanism by the radio’s hardware. Hence, in addition to the data bytes, microcontroller should generate and transmit the preamble, sync word and CRC bits into the radio module. As the radio merely transmits the data received from the microcontroller, every transmitted bit can be controlled by the user. Therefore, by using byte-oriented radios, protocol designers can easily define their own packet format, based on the requirements of upper-layer protocols. The hardware of packet-oriented radios (e.g., CC2420) defines a specific packet format that usually follows a specific standard (e.g., 802.15.4). Although these radios allow new packet format definition, the provided flexibility is less than that provided by byte-oriented radios. For example, as packet-based radios define a maximum packet length imposed by their transmission buffer,
it may be infeasible to achieve a desired preamble duration, which is required for LPL-based MAC protocols. In this case, multiple packets can be transmitted to act as a long preamble and wake up the receiver [45]. On the other hand, new radios (such as CC2500) provide some features to support the LPL mechanism.

**CC1000.** This radio does not provide any data buffer. Therefore, despite its packet formatting flexibility, finding the SFD bytes to identify actual data bytes should be implemented by software.

**CC2420.** Although it supports the 802.15.4-compliant packet format, it also allows for packet formatting. However, as this transceiver provides two separate 128-byte memory banks for packet transmission and reception, it does not support packet sizes larger than 127 bytes (one byte is reserved for packet size).

### 2.3. Modulation Types

Wireless transceivers can be categorized based on their modulation type: **narrowband** and **wideband**. While narrowband radios can achieve longer transmission range with lower energy consumption, wideband radios spend more energy, because they spread the signal over a wider range to provide higher interference immunity. Additionally, since wideband radios provide higher data rate, they operate at 2.4 GHz due to the larger available bandwidth.

**CC1000.** This transceiver can be configured to operate at frequency range 300-1000 MHz, with different transmission and reception frequencies. The very fast frequency shifting capability of this radio makes it suitable for implementing frequency hopping protocols.

**CC2420.** In compliance with the 802.15.4 standard, CC2420 can be programmed to operate at 16 different channels, numbered from 11 to 26. Therefore, its multichannel capability can be utilized by the MAC protocols to increase network throughput. Although CC2420 uses

---

### Table 1: A summary of key notations

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>A signal transmitted by node $i$</td>
<td>$S_i$</td>
</tr>
<tr>
<td>The set of the signals currently being received at a node</td>
<td>$S$</td>
</tr>
<tr>
<td>Output power of node $i$</td>
<td>$\Omega_i$</td>
</tr>
<tr>
<td>Output power of node $i$ considering hardware heterogeneity</td>
<td>$\Omega_{i}^{(i)}$</td>
</tr>
<tr>
<td>Received power at node $j$, corresponding to signal $S_i$</td>
<td>$\psi_j(S_i)$</td>
</tr>
<tr>
<td>Average noise floor</td>
<td>$\psi$</td>
</tr>
<tr>
<td>Noise floor of node $i$ considering hardware heterogeneity</td>
<td>$\psi^c(i)$</td>
</tr>
<tr>
<td>MAC protocol data unit (MAC header+payload+CRC)</td>
<td>$\text{MPDU}$</td>
</tr>
<tr>
<td>Number of required bits for signal synchronization</td>
<td>$L_{\text{settling}}$</td>
</tr>
<tr>
<td>Number of MPDU bits</td>
<td>$L_{\text{MPDU}}$</td>
</tr>
<tr>
<td>Total number of bits in a packet</td>
<td>$L_{\text{packet}}$</td>
</tr>
<tr>
<td>SINR value corresponding to signal $S_i$</td>
<td>$\text{SINR}(S_i)$</td>
</tr>
<tr>
<td>SINR value at node $j$, corresponding to signal $S_i$, at time $t$</td>
<td>$\text{SINR}_j(S_i, t)$</td>
</tr>
<tr>
<td>The set of nodes in the network</td>
<td>$\mathcal{V}$</td>
</tr>
<tr>
<td>Radio speed</td>
<td>$R$</td>
</tr>
<tr>
<td>Path-loss exponent</td>
<td>$\eta$</td>
</tr>
<tr>
<td>Standard deviation of multipath channel variations</td>
<td>$\sigma_{\chi}$</td>
</tr>
<tr>
<td>Standard deviation of additive white Gaussian noise</td>
<td>$\sigma_{\text{WGN}}$</td>
</tr>
<tr>
<td>Standard deviation of transmission power heterogeneity</td>
<td>$\sigma_{\text{tx}}$</td>
</tr>
<tr>
<td>Standard deviation of noise floor heterogeneity</td>
<td>$\sigma_{\text{rx}}$</td>
</tr>
</tbody>
</table>
3. Modeling Low-Power Wireless Communications

The aim of this section is to present the essential characteristics of low-power wireless communications, as well as the models proposed for these characteristics. Accordingly, we study the existing models proposed for radio propagation, bit error computation and interference.

3.1. Signal Propagation

A signal sent by a wireless transmitter loses its power as it moves away from the sender. The three well-known models of signal decay are [17]: (i) free-space propagation model, (ii) ground reflection (two-ray) model, and (ii) log-normal shadowing model (which is an elaboration over the log-distance path-loss model).

Although the ground reflection model includes the effects of ground reflection path and provides higher accuracy than the free-space propagation model, both of these models represent signal strength as a fixed function of distance. This representation results in a circular communication range, which is referred to as the unit disk graph model (UDG). However, experimental evaluation of low-power links indicates the existence of three distinct regions around a sender [9, 10, 57, 58]: connected (packet reception ratio is higher than 90%), transitional (packet reception ratio varies between 90% to 10%), and disconnected (packet reception ratio is lower than 10%). Therefore, the UDG model has been criticized by the researchers, because the theoretical and simulation-based performance evaluation of the protocols designed with this assumption are different from the expected real-world results [11, 12, 58, 59]. In contrast to the free-space and ground reflection models, the log-normal shadowing model includes the effects of multipath propagation and represents signal strength at a given distance as a random variable. Specifically, Nikookar and Hashemi [60] showed that the log-normal distribution provides a more accurate multipath fading model than the Rayleigh and Nakagami distributions. The log-normal shadowing model is,

\[
PL(d) = PL(d_0) + 10 \eta \log_{10} \left( \frac{d}{d_0} \right) + N(0, \sigma_{ch})
\]

where \( d \) is the distance from the sender, \( PL(d) \) is the path loss at distance \( d \), \( d_0 \) is the reference distance (a.k.a., close-in distance), \( PL(d_0) \) is the path loss at the reference distance, \( \eta \) is the path-loss exponent, \( N(0, \sigma_{ch}) \) is a zero-mean Gaussian random variable with standard deviation \( \sigma_{ch} \), and \( \sigma_{ch} \) is the variations of signal power due to the multipath channel. It has been shown that this equation holds for both indoor and outdoor environments [14, 17].

Sohrabi et al. [61] conducted extensive experiments to determine channel parameters for the log-normal shadowing model in the frequency range 800-1000 MHz for different environments. Their results indicate path-loss exponent from \( \eta=1.9 \) (for a multi-leveled engineering building) to \( \eta=5 \) (for a bamboo jungle). They also showed 30 to 50 dB loss in signal power at the reference distance 1 meter. Similar experiments have also been conducted by Zuniga and Krishnamachari [10, 14] to obtain the channel parameters using CC1000 radio in indoor and outdoor environments. Although the general validity of the log-normal shadowing model has been confirmed for various transceivers [10, 62, 63], specific parameters should be used for each radio. For example, in a given environment, the log-normal shadowing model requires different parameters for CC1000 and CC2420 transceivers, which is due to the


### Table 3: The parameters of the log-normal shadowing model for CC1000 and CC2420 radios and for different environments [10, 19, 62, 64–66].

<table>
<thead>
<tr>
<th>Environment</th>
<th>Indoor</th>
<th>Outdoor</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC1000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$PL(1)$</td>
<td>$21.1$</td>
<td>$55.4$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$3.3$</td>
<td>$4.7$</td>
</tr>
<tr>
<td>$\sigma_{ch}$</td>
<td>$9.5$</td>
<td>$3.2$</td>
</tr>
<tr>
<td>$PL(2)$</td>
<td>$54.9$</td>
<td>$59.4$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$1.82$</td>
<td>$3.6$</td>
</tr>
<tr>
<td>$\sigma_{ch}$</td>
<td>$9.5$</td>
<td>$3.2$</td>
</tr>
</tbody>
</table>

| CC2420      |            |             |
| $PL(1)$     | $21.1$     | $55.4$      |
| $\eta$      | $3.3$      | $4.7$       |
| $\sigma_{ch}$ | $9.5$      | $3.2$      |
| $PL(2)$     | $54.9$     | $59.4$      |
| $\eta$      | $1.82$     | $3.6$       |
| $\sigma_{ch}$ | $9.5$      | $3.2$      |

- **Figure 1:** (a) Strongest-first packet capture: packet $S_1$ can be completely received, because its SINR is higher than the threshold value even after the arrival of $S_2$. (b) Stronger-last packet capture: although the radio is receiving packet $S_1$ during $t_0$ to $t_1$, it switches to receive $S_2$ at time $t_1$ because the SINR of this signal is higher than $S_1$, and it is higher than the threshold value.

- **Figure 2:** Effects of path-loss exponent and multipath variations on the extent of the connected and transitional region for CC1000 and CC2420 transceivers. In figure (a) and (c) the multipath value is 4. In figure (b) and (d) the path-loss exponent is 4.

- **Differences in the frequency and modulation types used in these transceivers. Table 3 summarizes the parameters of the log-normal shadowing model for CC1000 and CC2420 radios.**

- Using Equation 1, Figure 2 shows how path-loss exponent and multipath variations affect the size of the connected and transitional regions. The main observations from this figure are: Firstly, for a given multipath value, reducing the path-loss exponent results in significantly higher increase in the transitional region size, compared with the connected region size. Therefore, as Table 3 indicates lower path-loss exponent for the CC2420 radio, this radio causes larger transitional region and more number of links with poor quality. Secondly, for a given path-loss exponent, increasing the multipath variations results in lower size of the connected region and larger size of the transitional region. Section 5.1 provides further studies regarding the effects of system variations on the performance of wireless sensor networks.

The importance of employing an accurate signal propagation model is intuitive. For example, the effects of the constant and variable part of the log-normal shadowing model can be discussed as follows. First, the fixed part (i.e., $PL(d0) + 10\eta\log_{10}(\frac{d}{d0})$) highly affects signal relationship between nodes. As signal relationship between nodes determines network capacity, accurate path-loss modeling is crucial. Second, the variable part (i.e., $N(0, \sigma_{ch})$) models signal variations, which also affects signal relationship between nodes. More specifically, as this part contributes to SINR variations during packet reception, it affects packet reception performance. Both parts of the log-normal shadowing model influence higher-layer protocols such as MAC and routing. For example, higher multipath variation increases the number of hops to the sink node, as Figure 2 and Section 5.1 show. Additionally, for example, signal variations affect carrier-sensing performance.

The log-normal shadowing model has widely been utilized in the low-power wireless networking literature for mathematical analysis, protocol design, protocol evaluation, etc. [6, 59, 62, 67–69]. Furthermore, this model has been used in many of the wireless network simulators.
### Table 4: The noise parameters, theoretical noise floor and empirical noise floor of CC1000 and CC2420 transceivers [2, 10, 21].

<table>
<thead>
<tr>
<th>Transceiver</th>
<th>Noise Figure (F) [dB]</th>
<th>Noise Bandwidth [MHz]</th>
<th>Computed Noise Floor [dBm]</th>
<th>Real Noise Floor [dBm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC1000</td>
<td>12/13</td>
<td>30</td>
<td>-115/-116</td>
<td>-105/-106</td>
</tr>
<tr>
<td>CC2420</td>
<td>15.3</td>
<td>194</td>
<td>-109</td>
<td>-98</td>
</tr>
</tbody>
</table>

### 3.2. Noise Floor

Noise floor of a transceiver affects its reception sensitivity and it is mainly caused due to two reasons: hardware noise and environmental noise. As stated in [17], the noise figure of a transceiver provides a convenient way to compute its noise floor,

$$\Psi = (F + 1) \cdot k \cdot T \cdot B$$  \hspace{1cm} (2)

where $\Psi$ is the noise floor, $F$ is the transceiver’s noise figure (not in dB), $k$ is the Boltzmann’s constant, $T$ is the environmental temperature, and $B$ is the system noise bandwidth. Assuming the environmental temperature is 300 °K, Table 4 shows the noise parameters and noise floor values for CC1000 and CC2420. As it can be observed, the real noise floor (empirically measured) values are higher than the computed values. This is caused by the circuit between the antenna and chip, and environmental noise [2, 14].

While Equation 2 presents the noise floor as a fixed value, empirical evaluations have confirmed noise floor variability [10, 12, 21, 42, 70]. Specifically, it has been pointed out that in addition to the spatial link variations modeled by Equation 1, signal variations against time are mainly caused by noise fluctuations. Therefore, the variations of noise floor versus time caused by the white Gaussian noise can be represented as,

$$\Psi(t) = N(\Psi, \sigma_{WGN})$$  \hspace{1cm} (3)

where $\Psi(t)$ is the noise floor at time $t$, and $\sigma_{WGN}$ is the standard deviation of white Gaussian noise. Unfortunately, the literature does not report consistent values for representing noise floor variations. For example, Son et al. [21] and Srinivasan et al. [2] report small variations in noise floor (< 1 dB). However, the noise floor variability considered in TOSSIM [19] is about 4-5 dB, which is very similar to the measurements conducted by Polastre et al. [42]. Analysis of noise floor variations in various environments and for different transceivers would be a potential area of future work.

It is worth mentioning that the method described in this section is used to model noise floor in the absence of external interference. Therefore, accurate noise modeling may also require employing an external interference model (cf. Section 3.8). This is particularly important when the 2.4 GHz band is in use (e.g., with CC2420), since this band is shared by many devices.

As noise floor defines receiver sensitivity, it affects interference immunity. For example, if node $i$ is able to receive from node $j$ when a collision occurs due to the transmission of node $k$, increasing the noise floor of node $i$ reduces the SINR value of signal $j$ and may affect packet reception from node $j$. Furthermore, noise floor variations cause changes in the SINR of the signals being received. Noise floor also affects carrier-sensing performance, which appears in the efficiency of collision avoidance mechanisms. For example, a node with lower noise floor could sense further transmissions and provide higher collision avoidance capability.

### 3.3. Bit Error Probability

Bit error probability (a.k.a., bit error rate (BER)) refers to the probability of an incorrect bit reception. Usually, for a given modulation scheme, bit error rate is represented as a function of $E_b/N_0$, where it refers to the energy per bit ($E_b$) to the spectral noise density ($N_0$) [17]. For example, for the NCFSK modulation used in CC1000 radio, bit error rate is given as

$$\Pr(\text{bit})_{\text{NCFSK}} = \frac{1}{2} \exp\left(-\frac{E_b}{N_0}\right)$$  \hspace{1cm} (4)

where $\Pr(\text{bit})$ is the probability of bit error. Since $\frac{E_b}{N_0} = SINR \times R$, Equation 4 can be used to determine bit error rate against SINR (not in dB). Here, $B$ is the noise bandwidth and $R$ is the radio bit rate.

For CC2420 radio, which employs the 16-OQPSK modulation, BER can be computed from SINR (not in dB) as [18],

$$\Pr(\text{bit})_{16-\text{OQPSK}} = \frac{8}{15} \times \frac{1}{16} \times \sum_{k=2}^{16} (-1)^k \binom{16}{k} e^ {20 \cdot \text{SINR} \cdot (\frac{R}{B})}$$  \hspace{1cm} (5)

Various transceivers employ different modulation schemes and represent different SINR requirements for packet reception. Reducing the SINR value required for correct packet reception results in higher interference immunity and increases network capacity. In addition, for example, through considering the SINR value required for packet reception, a TDMA MAC protocol could employ tighter schedules for performance improvement.

### 3.4. Packet Reception Probability

While bit error rate depends on the environmental and transceiver characteristics, packet reception probability (a.k.a., packet reception ratio (PRR)) also depends on the encoding scheme (e.g., NRZ, Manchester, SECDEC). For example, for Manchester encoding (which is supported by the CC1000 hardware), 1 baud = 0.5 bit, therefore,

$$\Pr(\text{packet}) = (1 - \Pr(\text{bit}))^2 L_{\text{packet}}$$  \hspace{1cm} (6)

where $\Pr(\text{packet})$ is the probability of correct packet reception and $L_{\text{packet}}$ is the packet size.

Equation 6 shows packet reception probability as a function of total packet size; however, successful reception of all the preamble bytes is not required for successful packet
reception. In particular, as low-power wireless networks usually employ long preambles to implement the LPL technique, a packet may be received without complete reception of its preamble bytes. With respect to the definitions given in Section 2.1, the probability of correct packet reception can be given as,

$$\Pr(\text{packet}) = (\Pr(\text{bit}_{\text{settling}})^{L_{\text{settling}}} \times (\Pr(\text{bit})_{\text{MPDU}})^{L_{\text{MPDU}}})$$

(7)

where $\Pr(\text{bit}_{\text{settling}})$ is computed through considering the SINR value during the settling bits, and $\Pr(\text{bit})_{\text{MPDU}}$ is computed through considering the SINR value during the MPDU.

Computing bit error rate to decide about correct packet reception has been used in simulators such as GloMoSim [71], Castalia [72], NS3 [31] and MiiXIM [73]. After computing $\Pr(\text{packet})$ it is compared with a random number in range [0,1] to determine packet reception status. Unfortunately, theses simulators do not account for packet synchronization. In other words, successful packet reception depends on the correct reception of all the preamble bytes. Therefore, these simulator do not provide an accurate estimation of packet reception performance. NS2 CTM and NS2 SINR do not compute bit error rate. Rather, a packet is received if its SINR is higher than a specific threshold value. The threshold value is set based on empirical observations. In TOSSIM [19], instead of computing bit error rate based on transceiver specifications, an empirical trace is used to determine packet reception ratio. Specifically, TOSSIM employs the following function for SINR to PRR mapping,

$$\Pr(\text{packet}) = \left(1 - \frac{1}{2}\text{erfc}(a_1 \times \sqrt{\frac{\text{SINR} - a_2}{2}})\right)^{2 \times 23}$$

(8)

where erfc is the complementary error function, $a_1 = 1.3687$ and $a_2 = 0.9187$. Unfortunately, this function only fits the empirical results of using 23-byte packet, and cannot be used for other packet sizes.

Although this section provided a general overview of packet reception modeling, Section 6 presents further details regarding the existing packet reception algorithms.

3.5. Anisotropic Path Loss

According to the log-normal shadowing model, signal variations at distance $d$ are mainly caused by the multipath effect, which can be modeled through a Gaussian random variable. Ganeshan et al. [12] conducted various experiments to measure packet reception ratio at different directions around the nodes with TR1000 transceiver. Their results revealed that, except signal variations at a given direction, radio propagation is not isotropic and demonstrates significant variations against direction changes. For example, assuming that a receiver is at the north direction of a sender, changing the direction of the receiver reveals significant changes in the average packet reception ratio. They called this phenomenon directionality. The importance and characteristics of radio irregularity have also been studied by [74–78]. Zhou et al. [16] carried out experimental evaluations with CC1000 and CC2420 transceivers, and confirmed the previous observations through introducing the existence of radio irregularity. In order to justify this phenomenon, they presented two main reasons causing anisotropic path loss: (i) Since a propagated signal may be reflected, diffracted and scattered [17], and due to the environmental differences, signal path loss varies at different directions. (ii) The antenna gain may not be the same at different directions. Interestingly, their results showed that CC2420 exhibits higher irregularity in the radio pattern, compared with CC1000.

Zhou et al. [16] characterized radio irregularity as follows: (i) Anisotropy: a signal transmitted by a node experiences various path losses at different directions; (ii) Continuous variations: path-loss variations around a sender is continuous with respect to the directional changes. In order to model these behaviors, they elaborated the DOI (degree of irregularity) model of [15], and defined it as the maximum percentage of variations in path loss versus the changes in the propagation direction (denoted in unit degree). Accordingly, they proposed the radio irregularity model (RIM), which can represent the anisotropy and continuous variations of path loss. This path-loss model is given as follows,

$$PL(d, \theta) = (PL(d_0) + 10\log_{10}(\frac{d}{d_0})) \cdot K_\theta + N(0, \sigma_{ch})$$

(9)

where $PL(d, \theta)$ is the DOI-adjusted path loss at direction $\theta$, and $K_\theta$ is the path-loss coefficient at direction $\theta$. $K_\theta$ is computed as,

$$\begin{cases} 
\text{if } \theta = 0 : & K_\theta = 1 \\
\text{if } 0 < \theta < 360 : & \\
\left\{ \begin{array}{ll}
\text{if } B(1,0.5) = 0 : & \text{\quad} K_\theta = K_{\theta - 1} + W(b_1,b_2) \times DOI \\
\text{if } B(1,0.5) = 1 : & \text{\quad} K_\theta = K_{\theta - 1} - W(b_1,b_2) \times DOI \\
\end{array} \right.
\end{cases}$$

(10)

where $0 < \theta < 360$ and $\theta \in \mathbb{N}$, $|K_\theta - K_{359}| < DOI$, $B(n,p)$ is a Binomial random variable with $n$ trials and success probability $p$, and $W(b_1,b_2)$ is a Weibull random variable with scale parameter $b_1$ and shape parameter $b_2$.

To characterize the Weibull distribution, Zhou et al. have reported various parameter sets that could fit their experimental results. For non-integer $\theta$ values, $K_\theta$ can be obtained through the interpolation of the two adjacent values.

In order to further clarify the effects of radio irregularity, in Figure 3 we show the connected and transitional regions for various DOI values. This figure specifically indicates the insufficiency of the log-normal shadowing model for simulating link connectivity and unreliability.

Zhou et al. performed various experiments with Mica2 and MicaZ nodes to measure their DOI value. Since each node has its own DOI value, and it is not feasible to enter
a unique DOI value for each node in a measurement study, they proposed to use the VDOI parameter, which reflects the variance of DOI. Using the Gaussian distribution, each node can choose its DOI value through $N(DOI, VDOI)$. Their study also shows that the accuracy of the RIM model can be improved through increasing the number of simulated nodes. For example, for a given DOI value, they observed that increasing the number of nodes from 100 to 1000 reduces the ratio of the confidence interval to the input value from 2.7% to 0.8%.

Except the inherent causes of path-loss anisotropy, obstacles also affect path-loss intensity. Assuming an obstacle position is known, Zamalloa and Krishnamachari [10] proposed to increase the path loss between two nodes through adding the extra path loss caused by the obstacle. Therefore, assuming an obstacle between node $i$ and node $j$, path loss can be computed as,

$$PL(d, \theta, \zeta_{i,j}) = (PL(d_0)+10\eta \log_{10}(\frac{d}{d_0})+\zeta_{i,j}) - K_\theta + N(0, \sigma_{ch})$$

(11)

where $\zeta_{i,j}$ is the path loss caused by the obstacle between node $i$ and $j$.

Radio irregularity affects the signal relationship between nodes. For example, in Figure 4, if the circles indicate the distance at which the received signal power equals -100 dBm, node $i$ and $j$ can receive this power from each other. However, when radio irregularity is applied, the received signal power receivable at node $j$ increases, and the received signal power receivable at node $i$ reduces. Radio irregularity also affects channel access mechanisms. For example, in Figure 4, node $i$ cannot sense an ongoing transmission of node $j$, assuming the carrier-sensing threshold is -100 dBm. Therefore, although carrier sensing without modeling radio irregularity could avoid collision at node $k$, radio irregularity affects the carrier-sensing capability of node $i$ and causes collision at node $k$.

### 3.6. Transmission Power and Noise Floor Heterogeneity

Transmission power heterogeneity indicates that for identical transmission power configurations the average transmission power of the nodes are different. Similarly, identical node types present different noise floors [2, 10, 12, 16, 79]. While the main reason behind this phenomenon is the manufacturing process, various battery level of the nodes also affect transmission power variations. Transmission power and noise floor heterogeneity are usually referred to as hardware heterogeneity.

The empirical results of [10] and [2] revealed that transmission power and noise floor are correlated in Mica2 nodes. For example, for a given wireless node, higher positive deviation from the default transmission power is correlated with lower noise floor. The technical reason is that, if the transceiver chip has lower thermal noise, and the gain of the circuit between chip and antenna is high, that wireless node shows higher transmission power and lower noise floor. In order to consider the observed correlations, the multivariate Gaussian distribution has been used in the following form [10],

$$\begin{pmatrix}
    \Omega^\text{adj}_i \\
    \Psi^\text{adj}_i
\end{pmatrix} \sim N\left( \begin{pmatrix}
    \bar{\Omega}_i \\
    \bar{\Psi}_i
\end{pmatrix}, \begin{pmatrix}
    \sigma^2_{tx} & \sigma^2_{tx,rx} \\
    \sigma^2_{tx,rx} & \sigma^2_{rx}
\end{pmatrix} \right)$$

(12)

where $\sigma^2_{tx}$ is the standard deviation of transmission power heterogeneity, $\sigma^2_{rx}$ is the standard deviation of noise floor heterogeneity, $C_{tx,rx}$ is the correlation between transmission power variance and noise floor variance, $\Omega^\text{adj}_i$ is the adjusted transmission power for node $i$, and $\Psi^\text{adj}_i$ is the adjusted noise floor for node $i$. In terms of implementation, the Cholesky decomposition can be used to evaluate the above equation. It is worth noting that $\Psi^\text{adj}_i$ should be substituted in Equation 3 to obtain the noise power at a specific time. Among the network simulators, only TOSSIM [19] models hardware heterogeneity. The follow-

Figure 3: Effect of radio irregularity on the size and shape of the connected and transitional regions. The x and y axes show the distance in meter.
ings are the values used by this simulator,

\[
\begin{align*}
\text{Low Asymmetry : } & \begin{pmatrix} 1.2 & -0.7 \\ -0.7 & 0.9 \end{pmatrix} \\
\text{High Asymmetry : } & \begin{pmatrix} 6 & -3.3 \\ -3.3 & 3.7 \end{pmatrix}
\end{align*}
\]

In this paper, we refer to the packet reception variations caused by multipath, white Gaussian noise, noise heterogeneity and transmission power heterogeneity as the system variations, and it is represented as \([\sigma_{ch}; \sigma_{WGN}; \sigma_{tx}; \sigma_{rx}]\).

As hardware heterogeneity influences both transmission power and noise floor, its effects on network performance can be analyzed with respect to the discussions given for noise floor and radio irregularity.

### 3.7. Inter-Node Interference

As the wireless channel is a broadcast medium, each node’s transmission affects other nodes’ packet reception performance, depending on the distance from the receiver. Assume node \(j\) is sending a packet to node \(i\). Also assume node \(k\) has node \(i\) in its propagation range, and its transmission is overlapped with the transmission time of node \(j\), partially or completely. In this case, the signal sent by node \(k\) is considered as an interfering signal, regardless of its destination address. Let \(\Upsilon_{j \rightarrow i}\) be the set of the nodes that their transmission time overlaps (fully or partially) with the packet reception from node \(j\) at node \(i\). Then, \(\Upsilon_{j \rightarrow i} \setminus \{j\}\) is the set of the interfering nodes for packet reception at node \(i\) from node \(j\). This definition can easily be extended for broadcast transmissions.

The main difference between the interference models is the way they define interferer links and their effects on packet reception. Therefore, interference modeling highly affects packet reception performance, which reflects in network capacity and the operation of network protocols [24, 80-82]. In this section, we investigate the five main interference models used in the literature: (i) link quality model, (ii) interference range model, (iii) protocol model, (iv) capture threshold model, and (v) signal-to-interference-plus-noise ratio (SINR) model.

#### 3.7.1. Link Quality Model

This model utilizes the packet reception probabilities of the sender-receiver link and interferer-receiver links to estimate the probability of collision [57]. With this model, the probability of successful packet transmission from node \(j\) to node \(i\) is given by,

\[
\gamma_{j,i} \times \prod_{k \in \Upsilon_{j \rightarrow i} \setminus \{j\}} (1 - \gamma_{k,i})
\]

where \(\gamma_{x,y}\) is the link quality between node \(x\) and node \(y\). The link quality between two nodes can be computed using the minimum transmission (MT) metric [57] or expected transmissions (ETX) metric [83].

#### 3.7.2. Interference Range Model

This model assumes two fixed circular ranges for packet reception and interference. The interference range is also referred to as the carrier-sensing range because it indicates the range within which a node’s transmission can be detected [24, 84]. With this model, node \(i\) can correctly receive from node \(j\) if,

\[
d_{j,i} \leq d_{com} \quad \text{and} \quad d_{k,i} \geq d_{int} \quad \forall k \in \Upsilon_{j \rightarrow i} \setminus \{j\}
\]

where \(d_{x,y}\) refers to the Euclidean distance between node \(x\) and node \(y\), \(d_{com}\) is the communication range, and \(d_{int}\) is the interference range.

#### 3.7.3. Protocol Model

This model defines the condition of correct packet reception as follows [20, 81, 85],

\[
d_{j,i} \leq d_{com} \quad \text{and} \quad d_{k,i} \geq (1 + \delta)d_{j,i} \quad \forall k \in \Upsilon_{j \rightarrow i} \setminus \{j\}
\]

where \(\delta > 0\) and it determines the interference guard zone.

The major drawback of the interference range model and protocol model is that they cannot account for the accumulative effects of interference. In other words, node \(i\) can correctly receive the packet sent by node \(j\) regardless of the number of interfering nodes outside its interference range. However, this is in contrast with the observations reported in [24, 25, 67, 86].

#### 3.7.4. Capture Threshold Model

This model uses three threshold values: (i) \(RzThresh\) as the reception threshold, (ii) \(CpThresh\) as the capture
threshold, and (iii) $Cs\text{Thresh}$ as the carrier-sensing threshold \cite{28}. The signal transmitted by node $j$ can be correctly received at node $i$ if the following conditions hold,

$$\Psi(S_j) \geq Rx\text{Thresh}, \quad \text{and}$$

$$\frac{\Psi(S_j)}{\Psi(S_k)} \geq Cp\text{Thresh} \quad \forall k \in Y_{j\rightarrow i}\setminus \{j\}$$

(171) (172)

where $\Psi(S_x)$ refers to the reception power corresponding to the signal transmitted by node $x$. Although the capture threshold model is used in the simulators such as NS2 CTM \cite{24, 28, 30} and GTNetS \cite{87, 88}, it exhibits the same deficiency of the interference range and protocol model: The received signal is compared with one interfering signal at a time, and the aggregate effect of interference is neglected. The second disadvantage of this model is that it cannot be combined with probabilistic packet reception algorithms. For example, assuming there is no interference, a packet can always be successfully received if its signal power is higher than $Rx\text{Thresh}$.

### 3.7.5. Signal-to-Interference-plus-Noise Ratio (SINR) Model

This model, which is also called the physical model \cite{20, 81}, utilizes the summation of the interfering signals and defines packet reception success as follows,

$$SINR_i(S_j) = \frac{\Psi_i(S_j)}{(\Psi + \sum_{k \in Y_{j\rightarrow i}\setminus \{j\}} \Psi_i(S_k))} \geq SINR_{th}$$

(18)

where $SINR_i(S_j)$ is the SINR value at node $i$ corresponding to the signal sent by node $j$, and $SINR_{th}$ is the minimum required SINR value for successful packet reception. Although $SINR_{th}$ in simulators such as NS2 has been set based on the empirical measurements \cite{22–24, 30, 89}, Equation 6 can be used to determine the $SINR_{th}$ required for achieving a specific packet reception ratio for a given network configuration. More importantly, instead of a threshold-based packet reception decision, SINR value can be substituted in a bit error rate model (e.g., Equation 4), from which the probability of successful packet reception can be obtained.

Son et al. \cite{21} have evaluated the accuracy of the SINR model with Mica2 nodes and they showed that the measured interference intensity is slightly lower than the addition of interfering signals. However, Maheshwari et al. \cite{25, 26} demonstrated that SINR value only depends on the strength of the received signals, and the non-additive results presented by Son et al. are due to the hardware and measurement noise. The studies of Iyer et al. \cite{24}, Halkes and Langendoen \cite{8}, and Lee et al. \cite{23} also confirm the highest accuracy of the SINR model.

### 3.8. External Interference

External interference (a.k.a., environmental interference) refers to the signals produced by the sources outside of the network. Since 802.15.4, 802.15.1 and more importantly, 802.11b networks operate in the 2.4 GHz frequency band, the transmissions of the 802.15.4-compliant radios (such as CC2420) may highly be affected by external interference. Using CC2420 transceiver, Srinivasan et al. \cite{2} performed experimental analyses and they showed that 802.11 and 802.15.1 networks can significantly affect 802.15.4 transmissions. In addition, due to the higher power of 802.11b nodes, their MAC protocol does not perform backoff when 802.15.4 nodes are communicating. Therefore, 802.11b sources can result in spatially correlated packet losses with 802.15.4 transmissions. Their results reveal that only channel 26 of the 802.15.4 standard is immune against this interference. These observations suggest that protocol designers should consider the effects of external interference when the configured channel is not 26, or when a multi-channel MAC protocol is in use. For Bluetooth interference, Srinivasan et al. reported similar observations. However, the interference is slightly lower due to the frequency hopping mechanism of Bluetooth.

Lee et al. \cite{27} also showed that the packet-based interference caused by 802.11 networks brings about correlated strong and short spikes. In order to simulate this interference, they have gathered noise traces in different environments using 802.15.4 nodes. The authors have proposed the following three approaches to produce statistical models from the gathered traces: (i) naive sampling, (ii) closest-fit pattern matching (CPM), and (iii) a non-Gaussian random process. In the naive sampling approach, the distribution of the gathered noise trace is computed and used whenever a noise value is required. Although this technique can provide noise samples in a fast and easy way, it does not include the correlation between noise values. In the CPM approach (implemented in TOSSIM), the first $k$ generated noise samples are the $k$ first samples obtained from the environment. Afterwards, in order to calculate noise value $n_t$, CPM samples from the PDF associated with $n_{t-1}$, $n_{t-2}$, ..., $n_{t-k}$, given the $k$ previous values. CPM samples from the most common PDF if there is no associated PDF. As the value of $k$ increases, CPM can capture longer correlations. However, $k$ cannot be increased arbitrarily, because the state space grows as $a^k$, where $a$ is the number of possible noise values. The third approach generates a non-Gaussian random process with a prescribed auto-correlation function to capture long-term correlations. Among these approaches, it has been shown that CPM has highest similarity to the real noise traces. While CPM can be effectively utilized to simulate the effects of external interference on the packet reception ratio between two nodes, this method has the following challenges: The environment should be sampled to generate real noise traces to be fed into the CPM model. In addition, although Lee et al. present $k = 20$ as the optimal value for their sampled environment, they have also mentioned that this may not be the optimal value for other cases.
4. Methodology of Performance Evaluation

Since the rest of this paper presents performance evaluation results through simulation and empirical experimentation, in this section we overview the methodology used for performance evaluations.

We used the models presented in Section 3, the improved packet reception algorithm of Section 6.2, and the architecture proposed in Section 7.2 to develop a sophisticated simulation tool on the OMNeT++ simulation framework [90]. Although the models of this paper, and in particular, the architecture proposed in Section 7.2 can be used for accuracy improvement of various simulation tools, we employed OMNeT++ because it provides all the functionalities required to develop a new simulation tool. Therefore, if we wanted to use a simulator such as NS2, then we had to stick to its existing architecture and modify many modules.

The general simulation parameters of this paper are given in Table 5. The radio parameters have been chosen based on the documentation and empirical measurements of Mica2 motes with CC1000 radio. The implementation of CSMA and B-MAC are similar to that used in TinyOS [42, 91].

Table 6 summarizes the networks used in the evaluations of this paper. For 400-node networks, nodes are uniformly scattered in a square area. Each simulation run uses a unique seed value. Therefore, as we employed random network topology for N400HD, N400MD and N400LD, network topologies are different for various repetitions. The smaller network size used for validating the simulation results against empirical results is deployed in a grid form. The experiments are conducted in a typical outdoor environment.

Each figure point is the median of 20 runs. We also report the upper and lower quartiles for each point. To find the appropriate number of runs, we increased the number of repetitions in 5-run steps. When the number of runs was higher than 20, we observed less than 10% change in the variance of the results.

4.1. Traffic Patterns and Evaluation Metrics

We employ two traffic types in our performance evaluations: broadcast and convergecast. These traffic patterns are observable in the common applications of wireless sensor networks.

With the broadcast traffic pattern, a packet sent by a node should be received by its neighbors. This traffic pattern is utilized during the initialization phases of wireless sensor networks: neighbor discovery and link estimation (NDLE) phase, and collection tree construction (CTC) phase [92, 93]. For example, during the NDLE phase, each node broadcasts a fixed number of beacon packets and records the number of received beacons from its neighbors. Therefore, nodes can identify their neighbors and measure their corresponding link quality. We employ three types of broadcast scenarios:

- **Low-interference broadcast**: Each node generates a packet every 5 seconds, and sends the packet using the CSMA MAC protocol.

- **High-interference broadcast**: Each node generates and broadcasts its packets as fast as the CSMA channel access mechanism allows.

- **Fixed-interval broadcast**: Each node broadcasts a packet after a predetermined interval. Note that in contrast to low-interference broadcast, this traffic pat-
tern does not employ CSMA.

In all the broadcast traffic scenarios each node sends 50 packets. Using the broadcast traffic pattern, we measure the following metrics:

- **Effective throughput**: Indicates the total number of correctly received packets at the nodes per second.
- **Number of hidden-node collisions**: A hidden-node collision happens when the radio is synchronized with an incoming signal, but a newly arrived signal corrupts the first signal.
- **RMSE**: Indicates NDLE accuracy, which is represented as $RMSE = \sqrt{\frac{\sum_{i=1}^{N}(l_i - e_i)^2}{N}}$, where $N$ is the number of links, $l_i$ is the average quality of link $i$, and $e_i$ is the estimated quality of link $i$.
- **Number of discovered neighbors**: The average number of discovered neighbors per node.
- **Receptions**: Indicates the number of packets successfully received by the nodes.

The most well-known application of sensor networks is to send their sensed data towards a common sink node [94, 95]. This many-to-one traffic pattern is referred to as convergecast. Since the energy efficiency of this phase is critical, B-MAC [42] is used as the MAC protocol. In addition, evaluations with this traffic pattern are conducted with the 400-node networks. We employ two types of convergecast scenarios:

- **Low-interference convergecast**: Each of the 20 nodes at the farthest distance from the sink node generate a packet every 5 minutes. Note that the sink node is located at the top left corner of the network.
- **High-interference convergecast**: Each node generates a packet every 30 seconds.

The following metrics are evaluated with the convergecast traffic pattern:

- **Packet delivery ratio**: The ratio of the received packets at sink to the total number of generated packets.
- **Average end-to-end delay**: The average packet delay from packet generation until reception at sink.
- **Average number of hops**: The average number of hops traversed by the packets to reach the sink node.

Notice that convergecast requires the nodes to be aware of their paths towards the sink. In this paper, we assume that nodes have established a data gathering tree during the initialization phase using the Collection Tree Protocol (CTP) [96]. In addition, in order to eliminate the negative effects of NDLE accuracy on data gathering performance, we run a high-accuracy NDLE protocol before data gathering.

5. Analyzing the Importance and Effects of System Variations and Radio Irregularity

In this section, we consider real applications of large-scale sensor networks to: (i) show the effects of system variations and radio irregularity on the performance of MAC, link estimation, routing and network energy consumption; (ii) confirm the importance of modeling system variations and radio irregularity for performance evaluations.

5.1. Network Performance versus System Variations

In this section, we analyze the influence of system variations on the performance of wireless sensor networks. Instead of hardware heterogeneity (link asymmetry), we specifically focus on the effects of transitional region size (link unreliability) variations caused by multipath and white Gaussian noise. The analyses of this section reveal the unavoidably important performance effects of link unreliability.

5.1.1. Broadcast Traffic

We show the effects of system variations in low-interference and high-interference broadcast scenarios in Figure 5. Notice that configuration [0;0;0;0] corresponds to the unit disk graph (UDG) model, which does not represent link variation and asymmetry. These results show that transitional region enlargement and hardware heterogeneity cause lower throughput and higher number of hidden-node collisions. Through increasing the transitional region size, we effectively extend the interference range of the nodes. In particular, while extending the transitional region improves the probability of packet reception at longer distances, it does not improve the carrier-sensing efficiency of the MAC protocol (which is required for collision avoidance). On the other hand, since expanding the transitional region causes larger neighborhood size, it increases the chance of selecting a backoff slot by at least two nodes; hence, outcomes in higher packet losses. Beside the effects of transitional region on carrier-sensing performance, hardware heterogeneity also reduces the efficiency of CSMA because it increases the number of asymmetric links.

Figure 6 shows how increasing link unreliability reflects in NDLE accuracy. While the low-interference broadcast scenario provides significantly better link estimation accuracy (through providing lower RMSE), our results also show that larger transitional region reduces the accuracy of link estimation. As stated earlier, larger transitional region and hardware heterogeneity intensify the number of collisions, which in turn reduces the number of packet receptions required for link estimation. Furthermore, although packet reception ratio in the connected region is higher than 90% and most of the links in this region can be perfectly estimated, links in the transitional region are much more prone to signal variations and collision; therefore, these links cannot be well estimated. Accordingly,
increasing system variations reduces link estimation accuracy, because it enlarges the ratio of the links in the transitional region to those links in the connected region (cf. Section 3.1, Figure 2). Since most of the routing protocols rely on link estimation [97, 98], these results reveal the potential influence of system variations on the performance of routing protocols.

As stated earlier, although enlarging the transitional region improves the chance of packet reception at longer distances, it also causes higher collision intensity and reduces the chance of packet reception from neighbors. However, due to the lower number of collisions in the low-interference scenario, the influence of larger transitional region on this scenario is the higher number of discovered neighbors.

5.1.2. Convergecast Traffic

Figure 7 shows our performance evaluations with the convergecast traffic pattern. The main observation of these results is that transitional region enlargement and hardware heterogeneity reduce the data gathering performance. This behavior is due to the underlying collection tree structure, which determines each node’s path towards the sink. Specifically, since increasing link variations reduces the connected region size, the Collection Tree Protocol (which utilizes link qualities as its path metric) employs shorter hops to satisfy path quality. The direct effects of this change are: longer paths towards the sink, higher probability of packet loss along the source-destination paths, and higher end-to-end delay. In terms of energy consumption, although longer paths demand higher energy consumption for packet forwarding, nevertheless, it results in lower energy consumption, because it also outcomes in higher...
Assuming node \( i \) affects link quality estimation. This is due to two reasons: (i) decreases the number of receptions. When the interference intensity is high, the effects of hidden-node collisions is higher distances. On the other hand, when the interference intensity increases the number of packet receptions at longer the number of hidden-node collisions is low, radio irregularity causes significant changes on network extension in the transmission range is towards the sink. The second reason that radio irregularity does not necessarily result in lower or higher number of hops or delay. For example, if the extension in the transmission range is towards the sink, the path passing through that node would become shorter. In contrast, a reduction in a node’s transmission range may require that node to route its packets through a longer path. Radio irregularity also affects nodes’ energy consumption due to the changes in the traffic pattern. When we changed DOI from 0 to 0.08, we observed that packet losses caused by radio irregularity reduce the number of packet exchanges between nodes. From the neighbor discovery point of view, radio irregularity causes considerable extension of the transitional region at some directions. Therefore, we can observe the increase in the average number of neighbors per node.

5.2. Network Performance versus Radio Anisotropy

In this section, we analyze the effects of radio irregularity (link asymmetry) on the performance of wireless sensor networks. It is worth mentioning that the results presented in this section are complementary to the results of [16], which have been reported for 802.11 networks.

5.2.1. Broadcast Traffic

Figure 8 shows the effects of radio irregularity on the performance of broadcast traffic. For both traffic scenarios, increasing the DOI value results in a higher number of hidden-node collisions, which is due to the lower efficiency of carrier sensing with higher link asymmetry. Although radio irregularity causes significant changes on network throughput, our results indicate slight increase and slight decrease in the number of packet receptions for the low and high-interference scenarios, respectively. As demonstrated in Section 3.1, a minor decrease in path-loss exponent causes significant increase in transitional region size. Accordingly, radio irregularity causes considerable extension of the transitional region at some directions (Figure 3). Therefore, in the low-interference scenario, in which the number of hidden-node collisions is low, radio irregularity increases the number of packet receptions at longer distances. On the other hand, when the interference intensity is high, the effects of hidden-node collisions is higher than that of transitional region extension; therefore, it reduces the number of receptions.

Figure 9 shows that radio irregularity significantly affects link quality estimation. This is due to two reasons: (i) Assuming node \( i \) wants to measure its link quality to node \( j \), node \( i \) requires receiving packets from node \( j \) to measure the number of packets node \( j \) has successfully received from node \( i \). Therefore, link asymmetry increases the inaccuracy of estimating forward links. (ii) The hidden-node collisions caused by radio irregularity reduce the number of packet exchanges between nodes. From the neighbor discovery point of view, radio irregularity causes considerable extension of the transitional region at some directions. Therefore, we can observe the increase in the average number of neighbors per node.

5.2.2. Convergecast Traffic

Figure 10 shows how radio irregularity affects convergecast performance. Radio irregularity reduces the ratio of the delivered packets to the sink, which is due to the higher packet losses caused by collisions. Radio irregularity also affects end-to-end delay due to two reasons: (i) The higher packet losses changes the traffic pattern and channel access delay; (ii) Radio irregularity results in considerable changes in the paths towards the sink. The second reason can also be observed from Figure 10(c), where the number of hops varies against DOI changes. It should be noted that radio irregularity does not necessarily result in lower or higher number of hops or delay. For example, if the extension in the transmission range is towards the sink node, the path passing through that node would become shorter. In contrast, a reduction in a node’s transmission range may require that node to route its packets through a longer path. Radio irregularity also affects nodes’ energy consumption due to the changes in the traffic pattern. When we changed DOI from 0 to 0.08, we observed that the packet losses caused by radio irregularity cause up to 40% reduction in the average energy consumption of the nodes.
6. Packet Reception Algorithms

A packet reception algorithm determines how the physical layer employs an interference model to decide about packet reception. Therefore, the employed interference model impacts the design and accuracy of the packet reception algorithm. Unfortunately, the packet reception algorithms utilized in the well-known simulators suffer from inaccuracies that cannot be neglected in evaluating low-power wireless networks. Here, we review the packet reception algorithms used in NS2. These analyses also hold for the simulators that employ similar packet reception algorithms. Next, we propose an improved packet reception algorithm that provides higher accuracy than the NS2 packet reception algorithms. We demonstrate the accuracy of this algorithm through comparison with empirical results.

6.1. Packet Reception Algorithms of NS2

We first evaluate the packet reception algorithm employed by NS2 CTM, in which the capture threshold model (cf. Section 3.7.4) is used as the interference model. This algorithms is referred to as CTMA (CTM-based Algorithm) in this paper. We have produced the state machine of this algorithm in Figure 11. When a sample signal $S_i$ arrives at a node’s physical layer, if there is no other signal available at the node (i.e., $S = \emptyset$), the received signal strength of this signal (i.e., $\Psi(S_i)$) is compared with Rx-Thresh. The state machine moves from the Searching state to the Receiving state if inequality $\Psi(S_i) > \text{RxThresh}$ holds. If a new signal $S_n$ arrives during the reception of signal $S_i$, inequality $\Psi(S_i)/\Psi(S_n) > \text{CpThresh}$ is evaluated. If this inequality holds, signal $S_n$ is dropped and the packet reception algorithm continues with signal $S_i$; otherwise, both signals are dropped. The main drawbacks of this algorithm are as follows:

- This algorithm does not support stronger-last captures. To solve this problem, Inequality 17(a) and (b) should be evaluated whenever a new signal arrives during a packet reception.
- There is no difference between preamble reception and
Figure 10: Effects of radio irregularity on data gathering performance. (a): Number of packet receptions at sink; (b): Average end-to-end packet delay; (c): Average number of end-to-end hops. Radio irregularity increases the number of packet losses, and reduces the number of packets delivered to the sink. Additionally, radio irregularity causes considerable variations in the length and quality of paths.

Figure 11: The packet reception algorithm of NS2 CTM. The major drawbacks of CTMA are: (i) it does not consider additive interference; (ii) it does not model stronger-last captures; (iii) it cannot start a new packet reception when there is at least one other signal available; and (iv) it does not model signal synchronization.

MPDU reception. Therefore, for example, if different bit rates are used for the preamble and MPDU, this model cannot reflect the differences in the probability of packet synchronization and MPDU reception.

– Due to the use of the capture threshold model, the aggregate effect of interference on packet reception is neglected.
– This algorithm neglects signal variations during packet reception.

The second evaluated packet reception algorithm is employed by NS2 SINR, in which the SINR model (cf. Section 3.7.5) is used. This algorithm is referred to as SINRA (SINR-based Algorithm) in this paper. SINRA is mainly proposed by Chen et al. [30] after the observations reported in [99] and [100]. Figure 12 shows the state machine we have produced from the packet reception algorithm of this simulator. The state machine is in the Searching state when there is no signal at the radio, or when the power of each signal is lower than the preamble detection threshold. If a signal arrives and its SINR is higher than the threshold value, the state machine changes into the PreRXing state. If this signal’s SINR remains higher than the threshold value for the preamble duration, the state changes into the RXing, during which the MPDU should be received. If the signal power goes below the required threshold value during the MPDU reception, the packet is marked as erroneous. Arrival of a signal during the PreRXing or RXing states may start a new preamble reception duration if the new signal’s SINR is higher than the threshold value. The drawbacks of this algorithm are as follows:
– Although this algorithm supports stronger-first and
stronger-last captures, it goes into the PreRXing state if a signal’s SINR value is higher than a certain threshold upon its arrival. Therefore, when the preamble size is larger than the settling bits, a packet cannot be received if it cannot provide enough SINR upon its arrival but its SINR value is large enough during the settling bits.

Since SINR evaluations are performed at signal arrival times, signal variations during packet reception cannot be precisely modeled. In particular, instead of using a probabilistic packet reception model, threshold SINR values have been defined to decide about preamble and MPDU reception.

Unfortunately, the packet reception algorithm of NS3 is also similar to that of SINRA. Specifically, even with the improvements proposed by [34], the packet reception algorithm of NS3 cannot receive those packets with partially corrupted preamble.

6.2. An Improved Packet Reception Algorithm

In this section we propose the Capture Aware Reception Model (CARM) to overcome the inaccuracies of CTMA and SINRA. The state machine of this model is given in Figure 13. In contrast with SINRA in which decision for packet reception is made upon signal arrival, CARM performs continuous SINR evaluations to check whether a signal can be synchronized with the radio. To this aim, CARM requires managing two lists of signals:

- PreSYNC Signals: This list includes those signals that have not reached their settling bits. A signal in this list can be synchronized with the radio if it provides enough SINR during the settling bits.
- SYNC/MPDU Signals: This list includes those signals that their settling bits are being arrived or are finished. A signal of this list can be in one of the following states: (i) PreRXing: if its SINR value is higher than $SINR_{th}$ during the settling bits; (ii) RXing: if it has been successfully synchronized with the transceiver.

When the state machine is in the Searching state and a signal is being moved from the PreSYNC Signals list to the SYNC/MPDU Signals lists, CARM checks whether the SINR of this signal is high enough for synchronization. If yes, the state is changed to the PreRXing state, and CARM evaluates the correct reception of the settling bits of this signal. To evaluate the synchronization correctness, CARM samples the signal’s SINR values during the settling bits, and uses these values to compute the correctness of receiving the settling bits. State machine goes into the RXing state if the reception of settling bits has been successful. When the state machine is in the RXing state, the receiving signal’s SINR value is sampled as long as its SINR is higher than $SINR_{th}$. $SINR_{th}$ is the minimum SINR value required for receiving one byte.
6.3. Detailed Analysis of a Packet Reception Scenario

Figure 14 shows a sample packet reception scenario, which highlights the inaccuracies of the NS2 packet reception algorithms and presents the benefits of CARM over these models. This figure shows the arrival of two signals at a sample node. We assume: (i) signal $S_1$’s power is not enough for reception; (ii) signal $S_2$ can be received as long as signal $S_3$ has not arrived; (iii) signal $S_3$ can be completely received. Here we describe how the aforementioned packet reception algorithms behave in this scenario:

- **CTMA:** When signal $S_2$ arrives, although Inequality 17(a) holds, CTMA does not start a new packet reception, because signal $S_1$ exists. Similarly, CTMA misses packet $S_3$.

- **SINRA:** When signal $S_2$ arrives, the SINR of this signal is measured (through Inequality 18), and the state changes into PreRXing. $S_2$’s preamble can be successfully received, because its SINR is higher than $SINR_{th}$ during $t_1$ to $t_3$. The MPDU reception of this signal starts at $t_3$. However, when signal $S_3$ arrives, the state changes into the Searching, since the SINR of $S_2$ drops below the threshold value. Additionally, as the SINR of signal $S_3$ is lower than the threshold value upon its arrival, SINRA does not consider this packet for reception.

- **CARM:** The state machine of CARM does not perform state change at the arrival of signal $S_2$. However, at the beginning of the settling bits of signal $S_2$ (i.e., $t_2$), the SINR of this signal is evaluated and the state is changed to PreRXing. After successfully receiving the settling bits, the state is changed to RXing to receive $S_2$’s MPDU bytes. The packet reception is halted at $t_4$ and the state is changed to Searching, since the SINR of $S_2$ goes below the threshold value. At time $t_6$, in which the settling bits of $S_3$ start, the SINR of this signal is evaluated and the reception of this packet is started. Accordingly, CARM does not present the inaccuracies of CTMA and SINRA.

6.4. Accuracy of the Packet Reception Algorithms: Simulation vs Empirical Results

In this section we measure the accuracy of CARM, CTMA and SINRA against the empirical results obtained from a 36-node Mica2 testbed deployed as a 9×4 grid. This network is referred to as N36 in Table 6. It is worth noting that we chose Mica2 because the characteristics of the CC1000 transceiver are well investigated by the literature, and this allowed us to match the simulation and empirical results through parameter calibration. In order to focus on packet reception accuracy, we use simulation platforms that only differ in terms of the employed packet reception algorithm. In particular, we have implemented CARM, CTMA and SINRA on the OMNeT++ simulation framework using the architecture proposed in Section 7.2. Therefore, the difference in the simulation results is only caused by the operation of the packet reception algorithm in use. To eliminate the effect of MAC mechanism on collision avoidance and packet reception performance, we used the fixed-interval broadcast scenario described in Section 4.1. Varying the broadcasting interval changes the collision intensity. Figure 15 shows the results.
As CARM does not represent the inaccuracies of the NS2 packet reception algorithms, it can achieve considerably higher accuracy compared with SINRA and CTMA. Specifically, while the accuracy of the NS2 packet reception algorithms depends on interference intensity, CARM’s accuracy is very similar to that of the empirical results, regardless of interference intensity.

When the broadcast interval is short, collision intensity is very high and the number of packets that can provide enough SINR for successful reception is very low. However, when the broadcast interval is increased, interference intensity during packet receptions reduces, and in particular, the number of packets that cannot provide enough SINR during a specific duration of their reception increases. In other words, this increases the number of packets that their SINR value upon arrival is not enough for packet reception, but they can provide enough SINR during their settling bits (e.g., signal $S_3$ in Figure 14). This condition reveals the inaccuracy of the NS2 packet reception algorithms, because the main decision made by these algorithms for packet reception is at the time of a new signal arrival. This can justify, for example, why the number of receptions achieved by SINRA and CTMA are considerably lower than that of CARM and empirical results (compare Figure 15(b) and (a)). As enlarging the preamble size increases the number of packets that cannot provide enough SINR upon arrival but their SINR is enough during the settling bits, Figure 15(d), (e) and (f) show higher inaccuracy for SINRA and CTMA compared with Figure 15(a), (b) and (c).

Comparing Figure 15(b) and (c) shows lower difference between the results of NS2 packet reception algorithms and empirical experiment. This can be justified as follows: when the preamble size is 10 bytes and the broadcast interval is increased from 80 ms to 300 ms, interference intensity is significantly reduced and the number of packets that can provide high SINR throughout their preamble duration increases.

7. Implementation and Performance Tradeoffs

In this section, first, we highlight the architectural shortcomings of NS2 SINR and NS2 CTM for implementing the essential models presented in this paper. Then, we propose an architecture within which all the essential models required for evaluating low-power wireless networks can be implemented. We also study the effect of each model on simulation speed. Afterwards, we investigate the effects of propagation range confinement, which is an important approach used by the simulation tools for improving simulation speed.

7.1. Architecture of NS2

None of the existing simulation tools implement all the essential models presented in this paper. Additionally, their architecture does not support straightforward addition of the mentioned models.

In N2 CTM, the WirelessChannel module connects all...
the nodes and takes care of packet exchange between them. Whenever a node sends a packet, the WirelessChannel module delivers a copy of that packet to the WirelessPhy module of all the nodes. Using the RF Model module, which implements the propagation model, the power of the received signal is computed, and the signal is passed to the MAC layer if its received power is higher than the carrier-sensing threshold. The architecture of NS2 SINR is very similar to that of NS2 CTM. However, the WirelessPhy has been replaced with a more sophisticated physical layer module, called PHY. Although NS2 SINR enhances simulation accuracy through employing an improved packet reception algorithm (cf. Section 6.1), the other characteristics of wireless communications have not been implemented. For example, none of these simulators support radio irregularity, hardware heterogeneity and propagation range optimization mechanisms.

### 7.2. An Improved Architecture

Figure 16 shows the proposed architecture, which supports the integration and implementation of the essential models presented in this paper. This architecture is composed of two main modules: Wireless Channel and Physical Layer. Whenever a node wants to send a packet, it should deliver that packet to the Wireless Channel module. The main responsibility of this module is to deliver a copy of the transmitted signal to the Physical Layer of the nodes in the propagation range of the sender.

The two main data structures of the Wireless Channel module are Node Vector and In-Range Vector. Node Vector is an array of size $|V|$ elements, and each element stores some information about a specific node. The essential information stored at each element are node location, adjusted transmission power, and propagation range. There is an In-Range Vector for each entry of the Node Vector.
Figure 16: The proposed architecture to implement the models required for accurate evaluation of low-power wireless networks. Transmission power heterogeneity, radio irregularity, and propagation range confinement are modeled at the Wireless Channel module. Multipath effect and white Gaussian noise are modeled at the Physical Layer module. The data structures of the Wireless Channel module, i.e., Node Vector and In-Range Vector, should be established once and no update is required unless there is node mobility or transmission power change. The Physical Layer of each node needs to update set $S$ after the arrival and end of each signal.

Vector. An In-Range Vector includes those nodes that should be affected by the transmission of the node in the Node Vector. In order to construct the In-Range Vectors, the Wireless Channel module should compute the distance between all node pairs. Let $V = \{V_1, V_2, \ldots, V_{|V|}\}$ represent the set of the nodes in the network. In order to decide whether node $V_j$ should be included in the In-Range Vector of node $V_i$, the Wireless Channel module computes $d_{i,j}$, which is the Euclidean distance between node $V_i$ and $V_j$. If $d_{i,j} < d_{\text{prop}}$, an entry should be added to the In-Range Vector of node $V_i$. We will investigate determining $d_{\text{prop}}$ in Section 7.3.

As stated in Section 3.5, signal propagation around a transmitter is anisotropic. With respect to the characteristics of radio irregularity (i.e., anisotropy and continuous variations), we model radio irregularity at the Wireless Channel module as follows. First, since the received signal strength around a transmitter demonstrates continuous variations with respect to direction changes, we should compute $K^\theta$ values. In other words, we utilize Equation 10 to compute 360 coefficient values for each entry of the Node Vector. To record the computed values, each entry of the Node Vector includes a 1 $\times$ 360 matrix, called anisotropy matrix, and denoted by $A$. Second, during the construction of the In-Range Vectors, for each node $V_i$, in the In-Range Vector of node $V_i$, the degree of the vector passing through node $V_i$ and $V_j$ is required. Assume function $\theta(V_i, V_j)$ returns the degree of this vector, where $\theta(V_i, V_j) \in [0, 359]$. Using the models surveyed in Section 3, we combine the log-normal and RIM model to obtain the average reception power from node $V_i$ at node $V_j$, 

$$\Psi^\text{avg}_{j}(S_i) = \chi^\text{adj}_{i} \{- (PL(d_0) + 10\eta \log_{10}(\frac{d_{i,j}}{d_0})) \cdot K_{\theta_{0,i,j}} + \zeta_{i,j}\}$$

(19)

where $K_{\theta_{0,i,j}}$ is the path-loss coefficient obtained from the anisotropy matrix as $A[\theta(V_i, V_j)]$, and $\zeta_{i,j} \neq 0$ if there is an obstacle between node $i$ and $j$. For each node $x$ in the In-Range Vector of node $V_i$, the Wireless Channel module should compute $\Psi^x_{j}(S_i)$ and record its value.

While the Wireless Channel module implements transmission power heterogeneity and path-loss anisotropy, the influence of multipath channel and white Gaussian noise are modeled at the Physical Layer module. Assume the Wireless Channel module delivers the signal sent by node $i$ to node $j$. The Physical Layer of node $j$ computes the SINR value of signal $S_i$ at time $t$ as follows,

$$\text{SINR}_j(S_i, t) = \frac{\Psi^\text{adj}_j(S_i, t)}{\Psi^\text{adj}_j(S_i, t) + \sum_{S_k \in S_i} \Psi^\text{adj}_j(S_k, t)}$$

(20)

where $\Psi^\text{adj}_j(S_i, t)$ is the received signal power plus multipath variations from node $x$, and it is computed in watts as follows,

$$\Psi^\text{adj}_j(S_i, t) = 10^{(\Psi^x_{j}(S_i) + N(0, \sigma_{\text{adj}})) / 10}$$

(21)

and $\Psi^\text{adj}_j(t)$ is the noise power plus white Gaussian noise (in watts), which can be obtained through substituting $\Psi^x_{j}$ from Equation 12 in Equation 3.

Since the Wireless Channel module immediately delivers a received message to the nodes in the transmitter’s In-Range Vector, packet reception duration should be modeled at the Physical Layer module. As recent simulators employ object-oriented programming, they can model packet transmission between nodes through objects. For example, a Message object in the OMNeT++ simulation framework can be modified to include various data types. Therefore, having a duration field in each packet object, each node’s Physical Layer can use timers to update its signal list (i.e., $S$). In particular, when a packet arrives at the Physical Layer, that signal is added to $S$, and it is removed from $S$ when the packet reception duration is finished. This should be noted that this is irrespective to the decision made by the packet reception algorithm.
The proposed architecture can be used for implementing various models in existing simulation tools. However, as mentioned in Section 4, we employed the OMNeT++ simulation framework to develop the simulation tool used in this paper, because this framework only provides the basis required to develop a new simulation tool. Therefore, we could easily implement new modules, without elimination or modifying any existing module.

When the relationship between packet transmission duration and mobility speed allows us to assume that the variation of reception power during a packet reception is negligible, node mobility can be modeled as follows: Whenever a node moves, it can notify the Wireless Channel module about its new position. As a position change may affect the signal level between nodes, the Wireless Channel module should update the In-Range Vectors. The update cost is $O(\|V\|^2)$.

The proposed architecture can also be used for evaluating transmission power control protocols. Although wireless transceivers allow transmission power configuration, the transmission power is fixed for at least a packet transmission duration. Therefore, whenever the transmission power of a node changes, the In-Range Vector of that node should be updated. The update cost is $O(\|V\|)$.

7.2.1. Effect on Simulation Speed

The aforementioned architecture includes various models with different computational demands. This section aims to discuss about the effects of these models on simulation speed.

- Hardware Heterogeneity: At simulation initialization, using a hardware heterogeneity model (cf. Section 3.6) each node computes the deviation of its noise floor and transmission power from the average computed values. Each node also informs the Wireless Channel module about its adjusted transmission power value. As these values are fixed for each node throughout a simulation experiment, they do not affect simulation speed. However, it should be noted that the transmission power increment caused by hardware heterogeneity may increase the effect of a node’s transmission on other nodes. With respect to interference, increasing the interference range of a node results in higher number of signal arrivals at other nodes, and this increases the number of computations related to the packet reception algorithm. Furthermore, as increasing a node’s transmission power may increase the number of neighbors that can receive this node’s packet, the number of computations pertaining to packet reception algorithm intensifies. Similarly, since reducing a node’s noise floor may increase the chance of packet reception, the computations pertaining to packet reception algorithm increases.

- Radio Irregularity: Similar to hardware heterogeneity, the computations regarding radio irregularity are only performed at simulation initialization and they do not have any effect on simulation speed. However, as the increment or decrement of transmission power affect the signal relationship between nodes, radio irregularity may affect the computations pertaining to packet reception algorithm.

- Log-normal Shadowing Model: The fixed part of this model (i.e., $PL(d_0) + 10\eta \log(d/d_0)$) has been implemented in the Wireless Channel module (cf. Equation 19), therefore it has no effect on simulation speed. However, as the variable part (i.e., $N(0, \sigma_{ch})$) is implemented within the SINR model (cf. Equation 20 and 21), its overhead depends on the number of signals arriving at each node and the number of packets that can be received by each node.

- Noise Floor Variations: As this model is implemented within the SINR model (cf. Equation 20), its overhead depends on the number of signals arriving at each node and the number of packets that can be received by each node.

7.3. Propagation Range Optimization

This section addresses simulation speed improvement thorough propagation range confinement. Propagation range considerably influences the simulation speed. Specifically, as long as there are some nodes that their propagation range does not cover the entire network, increasing the propagation range reduces the simulation speed, which is due to the increase in computational and memory management costs. For example, each signal arrival at a node triggers the packet reception algorithm to perform some computations regarding the power of the new signal or the SINR of the signal currently begin received. On the other hand, increasing the propagation range intensifies the number of generated events, which increases the memory management costs. For example, more number of packet copies should be generated and delivered to the nodes. This section, first, studies the existing propagation range confinement methods, then, the effects of propagation range confinement are evaluated in terms of simulation speed and accuracy.

7.3.1. Existing Approaches

With respect to the considerable effects of propagation range on simulation scalability [33, 35], most of the simulators confine the propagation range to improve the simulation speed. In Castalia, a transmitted signal is delivered to a node if the received signal power at the receiver is about 10 dB lower than the noise floor. In GloMoSim, the area is divided into sub-areas, and a message transmitted by a node is only delivered to its neighboring sub-areas. GT-NetS defines an interference range for signal propagation. In NS2 CTM, the WirelessPhy module delivers a signal to the MAC layer if its received signal power is higher than the carrier-sensing threshold.
Through considering CSMA as the MAC protocol, Ji et al. [67] have tried to measure the distance beyond which the aggregate reception power is lower than a threshold value and the reception power does not affect the carrier-sensing performance. First, the authors define the effective node density \( \rho_{\text{eff}} \), which is defined as the maximum node density that concurrent transmission of the neighboring nodes cannot cause busy carrier sensing. Effective node density is presented as \( \rho_{\text{eff}} \leq 2/(\sqrt{3}(d_{\text{cs}})^2) \), where \( d_{\text{cs}} \) is the distance at which the received signal power is equal to the carrier-sensing threshold. Then, through assuming a disk-shape area with radius \( d_{\text{radius}} \), the authors computed the aggregate reception power at the disk center from the nodes outside of a specific distance \( d_{\text{prop}} \). Considering the aggregate power should be lower than a specific threshold \( \chi \), the following inequality should hold,

\[
\frac{2 \cdot \pi \cdot \rho_{\text{eff}} \cdot \Omega \cdot d_{\text{cs}}^2}{(2 - \eta) \cdot PL(d_0)} ((d_{\text{radius}})^{2-\eta} - (d_{\text{prop}})^{2-\eta}) < \chi
\]  

(22)

where \( \Omega \) is the transmission power of the nodes. The above inequality can be used to compute the optimal propagation range \( d_{\text{prop}} \) as follows,

\[
d_{\text{prop}} \geq \left( \frac{(d_{\text{radius}})^{2-\eta} - (2 - \eta) \cdot \chi \cdot PL(d_0)}{2 \cdot \pi \cdot \rho_{\text{eff}} \cdot \Omega \cdot d_{\text{cs}}^2} \right)^{\frac{1}{\eta}}
\]  

(23)

Ji et al. have considered \( \chi = (\bar{\Psi})^2 \), where \( \bar{\Psi} \) is the noise floor. They state that this value has been selected based on the empirical experiments with 802.11b networks. However, when we considered this value in low-power wireless simulations, the achieved \( d_{\text{prop}} \) was always equal to network radius. Unfortunately, the authors have not presented any approach to compute the optimal \( \chi \) value according to network characteristics. Therefore, we define a new definition of \( \chi \) in our analyses of Section 7.3.2.

Blough et al. [86, 101] proved a theorem on the maximum received signal power from the nodes outside a specific distance. In particular, assuming the log-distance path-loss model, \( \eta > 2 \), identical transmission powers, and constant node density, they proved that the receivable in-region can easily be computed for a given network setting, \( \chi \) is the node density.

\[
I_i \leq \frac{\pi \cdot \rho \cdot \Omega}{(d_{\text{intf}})^{\eta-2}} \left( \frac{1}{4 - 5(\frac{d_{\text{trans}}}{d_{\text{intf}}})^2} \right)^{\eta/2}
\]  

(24)

where \( d_{\text{intf}} \) is the interference range, \( d_{\text{intf}} \geq 2d_{\text{trans}} \), \( d_{\text{trans}} \) is the transmission range, and \( \rho \) is the node density. They showed that if \( d_{\text{intf}} \) has a constant value, \( I_i \) would be significantly higher than the noise floor to deviate the results. Specifically, if \( d_{\text{intf}} \) can be represented as \( f(n) \), which is an arbitrary unbounded increasing function of \( n \), then \( I_i \) converges to 0 as \( n \to \infty \). Unfortunately, they did not show how to compute the optimal propagation range for a given network setting.

7.3.2. Propagation Range versus Simulation Accuracy and Speed

In this section, we analyze the effects of propagation range confinement on the performance evaluation of low-power wireless networks. Instead of presenting the propagation range directly, we show it as \( \beta \times d_{TR} \), where \( \beta \) is the coefficient, and \( d_{TR} \) is the transitional region size. Accordingly, since the transitional region size is a measurable parameter for a given network setting, we show how increasing the coefficient of the transitional region affects performance evaluations. With respect to the architecture given in Section 7.2, the In-Range Vector of a sample node \( V_i \) only includes those nodes that are within distance \( \beta \times d_{TR} \). This is a straightforward approach to confine the propagation range. In our analyses we also show the propagation range computed through the approach proposed by Ji et al. [67] (Section 7.3.1). However, we defined \( \chi = \bar{\Psi}/\alpha \), and vary the \( \alpha \) value to limit the tolerable interference intensity. \( \alpha \) is referred to as the sensitivity denominator.

Figure 17, 18 and 19 show our results. While the lower x-axis shows the transitional region coefficient \( \beta \), the upper x-axis shows the real propagation distance. Therefore, when the sensitivity denominator is changed, the upper x-axis reflects the signal propagation distance. We use two variations of the high-interference broadcast scenario: with CSMA, and without CSMA. Using CSMA, we measure how interference control through carrier sensing affects the results. It is worth noting that simulation speed is in terms of simulation second/second, which indicates how fast the simulation proceeds with respect to real time.

Our results show that when the propagation range is at least two-fold higher than the transitional region size, performance evaluations are almost accurate. Furthermore, highest accuracy can be achieved when the propagation range is three times larger than the transitional region size. However, although increasing the propagation range from \( 2d_{TR} \) to \( 3d_{TR} \) results in up to 10% improvement in evaluation accuracy, this comes at the cost of at least 30% reduction in the simulation speed. As the transitional region can easily be computed for a given network setting, these results suggest that network simulators can easily utilize the transitional region size to confine the propagation range.

With respect to the approach proposed by Ji et al. [67], we cannot find an optimal \( \alpha \) value for different densities. For example, while the minimum \( \alpha \) value for high densities is about 20, this value is about 10 for medium and low-density networks. Therefore, as we argued earlier, the major drawback of this approach is to determine the value of \( \chi \) for a given network setting.

Figure 18(a) shows that for high network densities, when the propagation range increases from \( d_{TR} \) to \( 2d_{TR} \), the number of hidden-node collisions significantly reduces. The question is how increasing the interference range results in lower collisions. The reason can be explained with
Figure 17: Effects of propagation range confinement on network throughput. When the propagation range is at least twice the transitional region size, the number of packet receptions can accurately be measured.

Figure 18: Effects of propagation range confinement on the number of hidden-node collisions (a), and simulation speed (b).

respect to the packet synchronization concept given in Section 2.1. When the propagation range equals to \( d_{TR} \), a node’s sent signal has high chance of synchronization with the nodes in the propagation range. Therefore, the arrival of an interfering signal has higher chance of corrupting an ongoing packet reception. Apparently, lower network density reduces the number of synchronizations per transmission, which in turn causes lower collisions.

8. Conclusion and Future Directions

In this paper, we presented the state-of-the-art models proposed for low-power wireless communications. We showed the implications of these models on performance evaluation, and we proposed some improvements. With respect to the models presented in this paper, Table 7 compares the features of the most commonly used simulators.

This table indicates that none of the existing simulators employs all the essential models. Therefore, many of the performance evaluation results reported in the literature are not valid.

Based on our studies and analyses, we suggest the followings as the future research directions:

i. According to Table 7, most of the simulators need to be improved from various aspects. However, many of the required changes cannot easily be implemented and may need extensive architectural redesign. On the other hand, since implementing some of these models have negative influence on simulation efficiency, proposing and comparing efficient implementation techniques are required.

ii. Although most of the characteristics of CC1000 and CC2420 have been investigated, the literature presents less evaluations conducted with transceivers...
Table 7: Characteristics of network simulators

<table>
<thead>
<tr>
<th>Simulator</th>
<th>Path Loss</th>
<th>Interference Type</th>
<th>Packet Reception</th>
<th>Propagation Range</th>
<th>Radio Irregularity</th>
<th>Separate Preamble and MPDU Handling</th>
<th>External Interference</th>
<th>Noise Floor/Transmission Power Heterogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NS2 CTM [28]</strong></td>
<td>Log-Normal</td>
<td>Capture Threshold</td>
<td>SINR Threshold</td>
<td>Bounded: Constant</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>(NS2.32 and below)</td>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NS2 AIM [28]</strong></td>
<td>Log-Normal</td>
<td>SINR</td>
<td>SINR Threshold</td>
<td>Unbounded</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>(NS2.33 and above)</td>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NS3 [31]</strong></td>
<td>Log-Normal</td>
<td>SINR</td>
<td></td>
<td>Unbounded</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Glo-MoSim [71]</strong></td>
<td>Two Ray,</td>
<td>SINR</td>
<td></td>
<td>Bounded: Constant</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>Free Space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GTNetS [87, 88]</strong></td>
<td>Two Ray,</td>
<td>Capture Threshold</td>
<td>SINR Threshold</td>
<td>Bounded: Constant</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>Free Space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OM-NeT++ Castalia [72]</strong></td>
<td>Log-Normal</td>
<td>SINR</td>
<td></td>
<td>Bounded: Constant</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OM-NeT++ MiXiM [73, 102]</strong></td>
<td>Log-Normal</td>
<td>SINR</td>
<td></td>
<td>Bounded: Constant</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No/No</td>
</tr>
<tr>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TOSSIM [19, 103]</strong></td>
<td>Log-Normal</td>
<td>SINR</td>
<td></td>
<td>Empirical Traces</td>
<td>No</td>
<td>Yes</td>
<td>Yes/Yes</td>
<td></td>
</tr>
<tr>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
<td>for Packet Size</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
such as CC2500 and CC1120.

iii. While our results confirm the considerable effects of system variations and radio irregularity on NDLE, CSMA MAC and routing protocols, these characteristics also affect other protocols. In particular, investigations are required to study the influence of the various characteristics of wireless communications on the performance of protocols such as localization, TDMA-based channel access, multipath routing, time synchronization and data aggregation. In addition to clarifying the real-world performance of network protocols, these investigations also reveal new design challenges that should be addressed by the research community.

iv. As our results confirm the considerable effects of propagation range on simulation speed, accurate confinement of propagation range is required to achieve simulation scalability.
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