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● There will be more than 75 Billion connected devices by 2025 [1]

To offer ease of deployment and support mobility, most of these applications rely on wireless communication

Introduction
Ubiquity of Internet of Things (IoT) Devices

Number of connected devices worldwide 2015-2025 Application domains of IoT
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● Increasing adoption of WiFi
○ Higher data rate vs. Bluetooth and 

Zigbee

○ Unlicensed spectrum

○ WiFi devices are becoming less 
expensive (i.e., <$3 per module)

○ Ubiquity of existing WiFi deployments
■ Residential
■ Enterprise 
■ Industrial

Wired-
Backhaul

Wireless-
Edge

APAccess Point
(AP)

AP

Servers

WiFi Stations
(STA)

Components of a typical IoT network

Introduction
WiFi-based IoT Networks
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Introduction
Monitoring WiFi Networks

Importance of 
monitoring WiFi 

devices
Security

Data-driven 
decision making

Characterizing 
wireless networks

Performance 
analysis and 

improvement of QoS
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● Global view of the network
● Centralized vs. Distributed

○ Collecting data at each STA is 
infeasible due to hardware and 
software constraints

○ Gathering data from all devices has 
communication overhead

● All packets pass through the AP
● APs can easily coordinate with other APs 

in Extended Service Set (ESS)

Methods of Network Measurements Collection
Importance of Statistics Collection on the AP
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● Using sniffers to capture network traffic has been widely used for network monitoring 
○ Manufacturers have adopted this method in commercial deployments as well

● Additional cost 
○ as they require dedicated hardware and software resources

● Each incoming packet requires the operating system to process an additional packet 

Methods of Network Measurements Collection
Existing Methods: Sniffer-based Approaches

Cisco Meraki MR18 Arista C-230
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● Protocols commonly used for obtaining network statistics
○ SNMP (Simple Network Management Protocol)
○ NETCONF
○ NetFlow

● Imposes a high overhead on network throughput [2, 3] 
○ Hence, the rate of network monitoring is considerably 

lower 

● For example, in [4, 5], SNMP logs are polled every 5 
minutes, and in [6], monitoring data is collected once 
every 30 minutes

Methods of Network Measurements Collection
Existing Methods: Network Management Protocols
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● Utilities allow the collection of monitoring data from Linux 
networking devices

○ ethtool
○ iwpriv
○ debugfs

● Developed for debugging or configuration, not for an 
efficient and high-rate collection of monitoring data

● The statistics reported are not extensive 
○ In order to add a debug statement 

■ In debugfs: associated kernel modules must be 
modified

■ In case of ethtool an ioctl call needs to be added

Methods of Network Measurements Collection
Existing methods: Linux Tools
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● Two of the most important statistics
○ Energy consumption of connected stations

■ In low-power stations, WL-NIC accounts 
for more than 50% of the station’s total 
energy budget [7, 8, 9]

○ Downlink delivery delay at the AP
■ Delay experienced at APs is more than 

60% of the total communication delay 
between a station and server [10, 11, 12]

■ AP’s traffic intensity
■ Queuing disciplines used at various layers
■ Airtime utilization by other APs and 

stations
■ Access category of flows

Motivation
Energy Monitoring and Switching Delay in WiFi Networks
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● Native kernel modifications:
○ Change kernel source code 
○ Wait several years for the new kernel version to become a commodity

● Modification via kernel modules
○ Fix it up regularly, as every kernel release may break it
○ Risk corrupting your Linux kernel due to lack of security boundaries

Motivation
Kernel Functionality Modifications
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● Provides a sandboxed environment (in-kernel virtual machine) which runs programs 
injected from user space

● Fundamentally the same as BPF (Berkley Packet Filter)
● With additionally instructions and register to widen the scope apart from network traffic 

filtering
● Add additional capabilities to the operating system at runtime without requiring to change 

kernel source code or load kernel modules

FLIP
Kernel Functionality Modifications
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eBPF C Program

eBPF Bytecode

LLVM Clang Compiler

eBPF  
Maps

JIT Compiler

In-Kernel VM

eBPF Native Code
(NSM-K)

BPF  
syscall

User-
Space

Kernel-
Space

FLIP Architecture
Network State Monitor: eBPF (Extended Berkeley Packet Filter)

Network State Monitor 
(NSM-U)○eBPF programs are 

compiled utilizing the 
LLVM-clang compiler
○This produces an object file 

containing BPF bytecode
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○ BPF() syscall loads the 
bytecode into the kernel for the 
final stage
○Verifier checks for correctness 

and safety
○(Just-In-Time) JIT compiler 

translates BPF instructions into 
native machine code

FLIP Architecture
Network State Monitor: eBPF (Extended Berkeley Packet Filter)

eBPF C Program

eBPF Bytecode

LLVM Clang Compiler

eBPF  
Maps

JIT Compiler

In-Kernel VM

eBPF Native Code
(NSM-K)

BPF  
syscall

User-
Space

Kernel-
Space

Network State Monitor 
(NSM-U)
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○This native machine  code is 
executed in an in-kernel 
virtual machine and thus, 
reduces context-switching 
overhead

FLIP Architecture
Network State Monitor: eBPF (Extended Berkeley Packet Filter)

eBPF C Program

eBPF Bytecode

LLVM Clang Compiler

eBPF  
Maps

JIT Compiler

In-Kernel VM

eBPF Native Code
(NSM-K)

BPF  
syscall

User-
Space

Kernel-
Space

Network State Monitor 
(NSM-U)
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o kprobe instruments the 
beginning of a function's 
execution with the 
breakpoint instruction
(e.g., int3 for x86 platforms)
○ On occurrence of an event, i.e., 

when a particular kernel function 
is called

○ The eBPF program is executed
○ The kernel function runs 

normally
○Allows accessing kernel 

function arguments and data 
structures

FLIP Architecture
Network State Monitor: eBPF (Extended Berkeley Packet Filter)

eBPF C Program

eBPF Bytecode

LLVM Clang Compiler

eBPF  
Maps

JIT Compiler

In-Kernel VM

eBPF Native Code
(NSM-K)

BPF  
syscall

User-
Space

Kernel-
Space

Network State Monitor 
(NSM-U)

Events

kprobe
Kernel Functions
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○To store and transfer the 
collected information to the 
user-space
○Populated in-kernel by your 

custom eBPF program
○Can be read from user-level 

code asynchronously
○Uses shared-memory ring 

buffer

FLIP Architecture
Network State Monitor: eBPF (Extended Berkeley Packet Filter)

eBPF C Program

eBPF Bytecode

LLVM Clang Compiler

eBPF  
Maps

JIT Compiler

In-Kernel VM

eBPF Native Code
(NSM-K)

BPF  
syscall

User-
Space

Kernel-
Space

Network State Monitor 
(NSM-U)
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● Utilizing the eBPF
technology, NSM 
taps into multiple 
modules in the 
networking stack to 
record 
measurements

FLIP Architecture
Network Stack Monitoring via eBPF

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211
User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

eBPF C Program

eBPF Bytecode

Network State Monitor
(NSM-U)

LLVM Clang Compiler

eBPF  
Maps

JIT Compiler

In-Kernel VM

eBPF Native Code
(NSM-K)

BPF  
syscall

User-
Space

Kernel-
Space

hostapd
logs

Ev
en

ts

kp
ro

be

kprobe

Events
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○A packet arrives at the AP from the W-NIC (wired 
interface)
○Bridge acts as interface between the wired and 

wireless subsystems

FLIP Architecture
Monitoring the AP’s Networking Stack: Delay Analysis

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211 User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

Linux Networking Stack

t1 Packet Arrival on W-NIC

AP Station
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○Queuing disciplines (qdiscs) provide a flexible traffic control 
framework 
○Efficiency of the qdisc layer depends on 
○ Packet scheduling method
○ Size of the queues
○ Rate of incoming traffic

FLIP Architecture
Monitoring the AP’s Networking Stack: Delay Analysis

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211 User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

Linux Networking Stack

t1 Packet Arrival on W-NIC

AP Station

Enqueued 
in qdisct'2
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𝛿a
Enqueued 
in qdisc

○Provides a unified interface between the driver, qdisc, and 
hostapd.
○Administers the MLME functions for SoftMAC drivers
○ Building MAC headers 
○ Assigning sequence numbers

FLIP Architecture
Monitoring the AP’s Networking Stack: Delay Analysis

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211 User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

Linux Networking Stack

t1

t2

t3

t4

Packet Arrival on W-NIC

Enqueued in SW Queues

Beacon Announcement

UL Null Packet (wake up)

AP Station

𝛿b

𝛿c

t'2
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○WiFi driver is responsible for packet aggregation 
○Transfers the packets to the WL-NIC for transmission on the 

channel.

FLIP Architecture
Monitoring the AP’s Networking Stack: Delay Analysis

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211 User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

Linux Networking Stack

t1

t2

t3

t4

Packet Arrival on W-NIC

Enqueued in SW Queues

Beacon Announcement

UL Null Packet (wake up)

AP Station

𝛿a

𝛿b

𝛿c

Enqueued 
in qdisct'2
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○Responsible for contending for channel access and transmitting a packet  
○Includes five hardware (HW) queues
○ Four for each access category (Voice, Video, Best-effort, Background)
○ One for management and control packets 

○Each queue contends for channel access
○Once a HW Queue obtains access to the channel for transmission, 
○ It transmits the packet to the station and generates an interrupt that triggers 

the dequeuing of packets from the SW Queues

FLIP Architecture
Monitoring the AP’s Networking Stack: Delay Analysis

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211 User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

Linux Networking Stack

t1

t2

t3

t4

t5

t6

t7

Packet Arrival on W-NIC

Enqueued in SW Queues

Beacon Announcement

UL Null Packet (wake up)

Enqueued in HW Queues

DL Packet Delivery over WL-NIC

UL Null Packet (sleep)

AP Station

𝛿a

𝛿b

𝛿c

𝛿d

𝛿e

𝛿f

Enqueued 
in qdisct'2
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Network Stack Monitoring via eBPF
Downlink Delivery Delay Components

mac80211 Queues
SW Queues

WiFi Driver

hostapd

Bridge

W-NIC

qdisc

nl80211

User-
Space
Kernel-
Space

PHYWL-NIC
HW Queues

t1

t2

t3

t4

t5

t6

t7

Packet Arrival on W-NIC

Enqueued in SW Queues

Beacon Announcement

UL Null Packet (wake up)

Enqueued in HW Queues

DL Packet Delivery over WL-NIC

UL Null Packet (sleep)

Switching 
the Packet 
from W-NIC 
to WL-NIC

Station 
Awake

Cumulative 
Delay

AP Station

𝛿a

𝛿b

𝛿c

𝛿d

𝛿e

𝛿f

𝛿a Time spent by a packet in qdisc

𝛿b Interval between the insertion of a packet into the SW Queues and the next beacon 
announcement

𝛿c Time duration between the beacon announcement with TIM bit set and the NULL 
packet received by the AP 

𝛿d Delay incurred in mac80211’s SW Queues, when the HW Queues are full

𝛿e Amount of time spent in the HW Queues when contending for channel access
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● A workstation (connected to the AP via the wired
interface)

○ Sends packets to the IoT Station

● Additional stations (Traffic Generators) introduce
concurrent network traffic

● The intensity of the traffic generated => Channel
Utilization (CU)

Empirical Evaluation
Testbed Setup

IoT 
Station

Traffic 
Generators
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● Cumulative delay of IoT traffic increases as CU intensifies.
● However, we observed that for a particular CU intensity, the values of packet delivery delays vary 

depending
○ on the access category

■ As Figure (b) shows, the median cumulative delay in the presence of 90% best-effort 
CU is 27 ms

■ As the results of Figure (a) suggest, the cumulative delay with 90% video CU is 61 ms
(i.e., 125% higher)

Results and Discussion
Cumulative Delay: Channel Utilization
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● 𝛿𝑐 accounts for a significant portion of the total delay
○ Specifically, as channel contention due to UL or DL traffic escalates

● This is because NULL packets are regular data packets belonging to best-effort access category
○ Therefore, they need to contend with concurrent traffic

● Additionally, even when the CU level is low, Null packets are sent at least 7 ms after the 
beacon

○ We observed that this is due to the guard times employed by the station around each 
beacon reception instance

Results and Discussion
Cumulative Delay: NULL Packets
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FLIP
Energy Monitoring in WiFi Networks

Keysight 34465A

1300$ $3500

Keithley 7510 

$800

Monsoon power 
meter 

FLIP utilizes the measurements from the AP’s networking stack, hence, does not require any additional 
hardware

Relatively cheaper, but infeasible to connect 
to large number of IoT devices

Very accurate measurements, but expensive 

IoT Energy Monitor EMPIOT
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● With PSM, 
○ Station sends a PSPOLL packet to the AP to express its transition into awake mode
○ until the more-data field is set to ‘0’ in the data packet sent by the AP

● With APSM, 
○ the station informs the AP about these transitions by the power-save-bit inside NULL 

packets
■ ‘0’: waking up
■ ‘1’: transitioning into sleep state

FLIP
Energy Monitoring in WiFi Networks

FLIP framework, NSM is capable of keeping track of the timestamp, type, sub-type, direction, and the power-
save bit of each packets exchanged with the AP

Station

AP
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● Stations do not inform the AP when they wake up for beacon reception
○ We rely on the driver to obtain beacon transmission events

● Additionally, some IoT devices may wake only to receive some beacons (Listen Interval)
○ We obtain the Listen Interval of each station from hostapd

FLIP
Energy Monitoring in WiFi Networks: Beacons

Station

AP
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FLIP
Calculating Duty cycle

λ

Station’s wake-up 
duration per 
beacon instance

Number of beacons

Station awake time inferred from 
power-save-bit and more-data fields

Total duration spent 
in awake mode

Duty cycle

Total duration spent in awake mode

Monitoring interval
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● Radio’s operational modes: 
○ Transmission: when the device is transmitting packets
○ Reception: when the device is receiving packets
○ Idle (a.k.a., idle listening): when the device is ready to receive packets
○ Sleep: when radio is switched off, and would not be able to either receive or transmit 

Calculate Energy Consumption of Associated Clients
Operational Modes

Station

AP
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● Radio’s operational modes: 
○ Transmission: when the device is transmitting packets
○ Reception: when the device is receiving packets
○ Idle (a.k.a., idle listening): when the device is ready to receive packets
○ Sleep: when radio is switched off, and would not be able to either receive or transmit 

Calculate Energy Consumption of Associated Clients
Operational Modes

Length (bits) of packet 𝑝

Physical-layer transmission rate (bps) of packet 𝑝

Time during which STA 
is transmitting packets
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● Radio’s operational modes: 
○ Transmission: when the device is transmitting packets
○ Reception: when the device is receiving packets
○ Idle (a.k.a., idle listening): when the device is ready to receive packets
○ Sleep: when radio is switched off, and would not be able to either receive or transmit 

Calculate Energy Consumption of Associated Clients
Operational Modes

Power consumption 
of idle and reception 
modes 

Time during which STA is 
receiving packets or idle 
listening 

Energy consumed by a 
STA while receiving 
packets

Each devices' data-sheet provides the energy consumption of these operational modes
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● Radio’s operational modes: 
○ Transmission: when the device is transmitting packets
○ Reception: when the device is receiving packets
○ Idle (a.k.a., idle listening): when the device is ready to receive packets
○ Sleep: when radio is switched off, and would not be able to either receive or transmit 

Calculate Energy Consumption of Associated Clients
Operational Modes

Energy consumed by a 
STA while in sleep 
state 

Power consumption of 
idle and reception 
modes 

Time during which STA is 
receiving packets or idle 
listening 
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● Radio’s operational modes: 
○ Transmission: when the device is transmitting packets
○ Reception: when the device is receiving packets
○ Idle (a.k.a., idle listening): when the device is ready to receive packets
○ Sleep: when radio is switched off, and would not be able to either receive or transmit 

Calculate Energy Consumption of Associated Clients
Operational Modes

Energy consumed by a 
STA while receiving 
packets

Energy consumed by 
a STA while receiving 
packets

Energy consumed by 
a STA while in sleep 
state 
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● We compare it with commercial power 
monitoring tool

● Parameters
○ Station awake time
○ Energy consumption

● Robustness
○ Across multiple platforms
○ Over longer monitoring interval

● Measurement error of FLIP is within 9% of the 
baseline

Results and Discussions
Calculate Energy Consumption of Associated Clients
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● We studied the internals of the WiFi networking stack 
● We demonstrated how various components of this stack operates
● We then leveraged eBPF to augment WiFi AP to monitor

○ Packet switching delay 
○ Energy consumption of stations

● The empirical studies of this paper show how the proposed framework can be used to investigate 
the operation of WiFi networks.

● FLIP framework can also be easily extended to be used to collect monitoring data and develop 
methods that react to network dynamics

FLIP
Conclusion

Jaykumar Sheth
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Vikram Ramanna
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